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Recent advancements in deep learning, particularly in embedding models, have enabled the effective represen-
tation of various data types such as text, images, and audio as vectors, thereby facilitating semantic analysis.
A large number of massive vector datasets are maintained in vector databases. Approximate similarity join is
a core operation in vector database systems that joins two datasets, and outputs all pairs of vectors from the
two datasets, if the distance between such a pair of two vectors is no more than a specified value. Existing
state-of-the-art approaches for approximate similarity join are selection-based such that they treat each data
point in a dataset as an individual query point to search data points by an approximate range query in another
dataset. Such methods do not fully capitalize on the inherent properties of the join operation itself. In this
paper, we propose a new join algorithm, SimJoin. Our join algorithm aims to boost join processing efficiency
by leveraging relationships between partial join results (e.g., join windows). In brief, our join algorithm
accelerates the join processing to process a join window by utilizing the join windows from the processed data
points. Then, we discuss optimizing join window order to minimize join costs. In addition, we discuss how to
support 𝑘-similarity join, and how to maintain proximity graph index based on 𝑘-similarity join. Extensive
experiments on real-world and synthetic datasets demonstrate the significant performance superiority of our
proposed algorithms over existing state-of-the-art methods.
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1 Introduction
Recent advances in deep learning, particularly embedding models, have revolutionized the represen-
tation of various data types such as text [32], images [33], audio [6] and graphs [17]. These models
encode data as vectors, capturing crucial information in a high-dimensional space for analysis.
And many large datasets of vectors need to be maintained in the vector databases. Similarity join
is one of the fundamental operations in vector database systems that join two datasets, 𝑋 and
𝑌 , and output all pairs of vectors of 𝑋 and 𝑌 , if they are similar, e.g., the distance between their
vectors is no more than a specified threshold. As an example, auto-tagging [11, 43] is a real-world
application that needs similarity join. Here, auto-tagging is to label a large number of documents
unlabeled based on certain documents labeled. And an unlabeled document can be labeled by the
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label of another labeled document, if the corresponding two document embeddings (vectors) are
sufficiently similar.
In this paper, we study 𝜖-similarity join for two 𝑑-dimensional datasets, 𝑋 and 𝑌 , denoted as

𝑋 Z𝜖 𝑌 , for 𝑑 > 0. The 𝜖-similarity join finds all pairs of vectors (𝑥𝑖 , 𝑦 𝑗 ) from 𝑋 × 𝑌 , if the
distance 𝛿 (𝑥𝑖 , 𝑦 𝑗 ), for 𝑥𝑖 ∈ 𝑋 and 𝑦 𝑗 ∈ 𝑌 , is no more than the given parameter 𝜖 . Due to the curse of
dimensionality [21], the exact 𝜖-similarity join is computationally intensive [23, 24, 36]. We focus on
the approximate 𝜖-similarity join in this paper, which has not been well studied, whereas the 𝑘-NN
(nearest neighbor) search and 𝑘-ANN (approximate 𝑘-NN) search have been extensively studied.
In general, 𝜖-similarity join, 𝑋 Z𝜖 𝑌 , can be done by 𝑘-NN/𝑘-ANN search if it takes every vector
𝑥𝑖 ∈ 𝑋 as a query vector to search its nearest neighbors in the dataset 𝑌 , as a 𝜖-range query. We call
them a selection-based approach for 𝜖-similarity join. The existing state-of-the-art approaches for
approximate 𝜖-similarity join are all selection-based methods [44, 46, 51]. Such existing approaches
focus on optimizing the join processing time by refining the selection operations, like skipping
tuples with zero or fewer join results [46], bypassing the limitations of a top 𝑘-only interface to
support 𝜖-range search [51]. However, these approaches do not fully leverage the inherent property
of the 𝜖-similarity join. That is, they do not utilize the join results from processed data points to
accelerate the processing time of other data points that have not been processed, which is the focus
we study in this paper.

The main contributions of this work are summarized below. ➊ We propose a new 𝜖-similarity
join algorithm for𝑋 Z𝜖 𝑌 based on two key issues in join processing, which are join window sliding
and join window order selection. Here, a join window is the join results in 𝑌 that are 𝜖-similar to a
data point 𝑥 in 𝑋 . Join window sliding is to leverage the join window results of some processed
data points to accelerate the join results for other data points. And join window order selection is
to determine the processing order of join windows to slide, in order to minimize the overall join
processing time. ➋ To allow join window sliding, we discuss the continuous sliding from a data
point to another adjacent data point in 𝑑-dimensional space. Such adjacent data points are difficult
to handle in 𝑑-dimensional space, as there are 2𝑑 directions to slide and there is no easy way to
slide in order. We discuss how to capture such adjacent data points in 𝑑-dimensional space, and
how to maintain such adjacent data points in an adjacent graph to be constructed. Furthermore, we
discuss the differences between the adjacency issue and 𝑘-NN based similarity, and we show that
the probability of using a proximity graph (e.g., 𝑘-NN based graph) as an approximate adjacent
graph in practice. ➌ We give the optimal solution to determine the join window order selection,
for 𝑋 Z𝜖 𝑌 . To find such optimal join window order, we show how to estimate the join window
sliding cost on 𝑌 based on the information we have on 𝑋 . We give our efficient approach to find the
optimal solution. ➍ Based on our 𝜖-similarity join algorithm, SimJoin, we further discuss how we
support 𝑘-similarity join, and how we maintain a proximity graph index based on the 𝑘-similarity
join algorithm we present. ➎ We report on extensive experiments on both real-world and synthetic
datasets. (a) In general, SimJoin demonstrates significant performance improvements, achieving
reductions in join time of over 1 order of magnitude compared to state-of-the-art methods for
approximate similarity joins, along with superior join result quality. Moreover, it achieves more
than 2 orders of magnitude reduction in join time compared to the state-of-the-art approach for
exact similarity joins with less than 1% loss in join results. (b) Regarding index maintenance, our
approach accelerates index maintenance significantly, consuming less peak memory, and enhancing
index quality for 𝑘-approximate nearest neighbor search, compared to the state-of-the-art methods.

The paper is organized as follows. We discuss 𝜖-similarity join and its key issues in Section 2. In
Section 3, we discuss the main difficulties for selection-based approaches to support 𝜖-similarity
join by finding nearest neighbors in one dataset for any point in another dataset. In Section 4,
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we propose a new approximate 𝜖-similarity join algorithm that is based on join window sliding
and join window order selection. Sections 5 and 6 delve into the specifics of addressing the two
issues, join window sliding and join window order selection, respectively. In Section 7, we show
that our techniques can be used to support 𝑘-similarity join, and to support maintenance of 𝑘-ANN
based proximity graph indices. We conduct extensive experiments to confirm the effectiveness and
efficiency of our approach in Section 8. We discuss the related works in Section 9, and conclude
our work in Section 10.

2 The 𝜖-Similarity Join
Given two sets of points, 𝑋 = {𝑥1, 𝑥2, · · · , 𝑥𝑛} and 𝑌 = {𝑦1, 𝑦2, · · · , 𝑦𝑚}, in Euclidean 𝑑-dimensional
space, denoted as R𝑑 , for 𝑑 > 0, the 𝜖-similarity join 𝑋 Z𝜖 𝑌 is defined as 𝑋 Z𝜖 𝑌 = {(𝑥𝑘 , 𝑦𝑙 ) ∈
𝑋×𝑌 | 𝛿 (𝑥𝑘 , 𝑦𝑙 ) ≤ 𝜖}, where 𝛿 (𝑥𝑘 , 𝑦𝑙 ) is 𝐿2 norm (i.e., Euclidean distance) between 𝑥𝑘 ∈ 𝑋 and𝑦𝑙 ∈ 𝑌 ,
and 𝜖 is a user-given threshold where 𝜖 > 0. The 𝜖-similarity join, 𝑋 Z𝜖 𝑌 , can also be formalized
based on join windows. Let 𝐽𝑖 be the join window for 𝑥𝑖 ∈ 𝑋 such that 𝐽𝑖 = {𝑦𝑙 ∈ 𝑌 | 𝛿 (𝑥𝑖 , 𝑦𝑙 ) ≤ 𝜖}.
𝑋 Z𝜖 𝑌 =

⋃
𝑥𝑖 ∈𝑋 ({𝑥𝑖 } × 𝐽𝑖 ). We also refer the 𝜖-similarity join, as 𝜖-similarity self-join, if the

two given datasets are identical.
As the exact 𝜖-similarity join is time-consuming [23, 24, 36] due to the curse of dimensionality [21],

in this paper, we study an approximate 𝜖-similarity join algorithm, and its quality is measured by
the average recall and average precision. Here, let 𝐽𝑖 be the results from an approximate 𝜖-similarity
join algorithm and 𝐽𝑖 = {𝑦𝑙 ∈ 𝑌 | 𝛿 (𝑥𝑖 , 𝑦𝑙 ) ≤ 𝜖} , the average recall is defined as 1

|𝑋 | ·
∑

𝑥𝑖 ∈𝑋
| 𝐽𝑖∩𝐽𝑖 |
| 𝐽𝑖 |

and the average precision is defined as 1
|𝑋 | ·

∑
𝑥𝑖 ∈𝑋

| 𝐽𝑖∩𝐽𝑖 |
| 𝐽𝑖 |

.
In the design of an approximate 𝜖-similarity join algorithm, in this work, we focus on two key

issues, namely, join window sliding and join window order selection. The join window, 𝐽𝑖 ⊆ 𝑌
of 𝑥𝑖 ∈ 𝑋 is a 𝑑-ball centered at 𝑥𝑖 with a radius of 𝜖 in the 𝑑-dimensional space. Suppose 𝐽𝑖 has
been processed for a given 𝑥𝑖 . Join window sliding refers to the process of sliding the join window
𝐽𝑖 to the join window 𝐽 𝑗 to be processed next for 𝑥 𝑗 . And join window order selection is how to
select such 𝑥 𝑗 among the points in 𝑋 that have not yet been processed, in order to minimize the
join processing cost.
Here, we discuss the join cost of 𝑋 Z𝜖 𝑌 . Let ℵ be the join window order over 𝑋 such that
ℵ = ⟨(𝜅1, 𝑥1), (𝜅2, 𝑥2), · · · , (𝜅𝑛, 𝑥𝑛)⟩, where a pair of (𝜅𝑖 , 𝑥𝑖 ) indicates that the join window, 𝐽𝑖 , to be
processed next for 𝑥𝑖 is slide from the join window represented by 𝜅𝑖 ∈ 𝑋 . Regarding 𝜅𝑖 , there are
two cases. One is that 𝜅𝑖 represents 𝑥 𝑗 for 1 ≤ 𝑗 < 𝑖 in ℵ, and the other is 𝜅𝑖 = ∅ as it is possible that
the cost of finding 𝐽𝑖 for 𝑥𝑖 by an individual 𝜖-range search is smaller if it does not slide from any
join window found already. Note that 𝜅1 = ∅. The total join cost for 𝑋 Z𝜖 𝑌 is defined as follows
given a join window order ℵ:

𝐶 (𝑋 Z𝜖 𝑌 ) =
∑︁
𝑥𝑖 ∈𝑋

{
𝑐𝜖 (𝑥𝑖 ) (∅, 𝑥𝑖 ) ∈ ℵ
𝑐𝜅 (𝜅𝑖 , 𝑥𝑖 ) otherwise (1)

where 𝑐𝜖 (𝑥𝑖 ) is the cost of processing an 𝜖-range search to find 𝐽𝑖 for 𝑥𝑖 , and 𝑐𝜅 (𝜅𝑖 , 𝑥𝑖 ) is the cost of
finding 𝐽𝑖 by sliding from the join window represented by 𝜅𝑖 . The problem to be studied is how to
reduce such join processing cost.
The two issues can be easily handled for 𝑋 Z𝜖 𝑌 when 𝑋 and 𝑌 are in 𝑑-dimensional space

for 𝑑 = 1. We show its join algorithm in Algorithm 1. In Algorithm 1, both 𝑋 and 𝑌 are sorted in
ascending order. For 𝑥𝑖 in the ascending order, it finds 𝐽𝑖 by finding the leftmost and rightmost
boundary point in 𝐽𝑖 , denoted as 𝑙 (𝐽𝑖 ) and 𝑟 (𝐽𝑖 ), following the linear order of 𝑌 . The join window 𝐽𝑖
forms a continuous interval in 1-dimensional space. The continuous interval is formed by sliding in
𝑌 from a point 𝑦𝑝 to another point 𝑦𝑞 on the condition that 𝑦𝑝 and 𝑦𝑞 are adjacent points such that
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Algorithm 1: Join1D (𝑋,𝑌, 𝜖)
Input : two 1-dimensional datasets 𝑋 = {𝑥1, · · · , 𝑥𝑛} and 𝑌 = {𝑦1, · · · , 𝑦𝑚} in ascending order and a

parameter 𝜖
Output : the result of 𝑋 Z𝜖 𝑌
𝑋𝑌 ← ∅; 𝑙 ← 1; 𝑟 ← 0;1

for each 𝑥𝑖 from 1 to 𝑛 in the ascending order do2

while 𝑙 ≤ 𝑚 and 𝑦𝑙 < 𝑥𝑖 − 𝜖 do 𝑙 ← 𝑙 + 1;3

while 𝑟 + 1 ≤ 𝑚 and 𝑦𝑟+1 ≤ 𝑥𝑖 + 𝜖 do 𝑟 ← 𝑟 + 1;4

𝐽𝑖 ← {𝑦𝑙 , · · · , 𝑦𝑟 };5

if 𝑙 ≤ 𝑟 then 𝑋𝑌 ← 𝑋𝑌 ∪ ({𝑥𝑖 } × 𝐽𝑖 );6

return 𝑋𝑌7

there is no 𝑦𝑤 between 𝑦𝑝 and 𝑦𝑞 . The following is obvious. That is, 𝑥𝑖 ≤ 𝑥𝑖+1 implies 𝑙 (𝐽𝑖 ) ≤ 𝑙 (𝐽𝑖+1)
and 𝑟 (𝐽𝑖 ) ≤ 𝑟 (𝐽𝑖+1). The best to slide join window is to slide from the join window 𝐽𝑖 to the join
window 𝐽𝑖+1, and the join window order is to select 𝑥𝑖+1 from 𝑥𝑖 . The time complexity of Algorithm 1
is in 𝑂 (𝑛 +𝑚).

The issue of join window sliding is that the continuous in join window sliding in 𝑑-dimensional
space for 𝑑 > 1 becomes challenging. First, there are 2𝑑 directions to slide from a join window 𝐽𝑖
to another join window 𝐽 𝑗 . In other words, two join windows, 𝐽𝑖 and 𝐽 𝑗 , or the two 𝑑-balls, may
overlap in any of 2𝑑 ways. Second, the adjacent points, 𝑦𝑝 and 𝑦𝑞 in 𝑌 , are arbitrary as there are
2𝑑 directions to slide, and there is no easy way to slide in order. In this paper, we propose a new
efficient approximate 𝜖-similarity join algorithm with high quality of the join results.

3 Selection-based Approaches
The 𝜖-similarity join, 𝑋 Z𝜖 𝑌 , can be processed using the state-of-the-art 𝑘-ANN (Approximate
Nearest Neighbor) search. That is, for every point 𝑥𝑖 ∈ 𝑋 , it issues an approximate 𝜖-range
query [46, 51] to find its join window 𝐽𝑖 in 𝑌 . In [51], it presents a method to deal with 𝜖 as a filter
on 𝑘-ANN search. In [46], it utilizes learning techniques to predict the number of join results for
each data point, enabling the skipping of those with zero or fewer results. By such a selection-based
approach, there are no issues on join window sliding and join window selection, because each of
join window is treated individually. We discuss its main problem to slide exact/approximate join
window, 𝐽𝑖 ⊆ 𝑌 , for 𝑥𝑖 ∈ 𝑋 , below using an example.
Example 3.1: Let 𝑋 = {𝑥1, 𝑥2, 𝑥3} and 𝑌 = {𝑦1, 𝑦2, · · · , 𝑦10}. Fig. 1 shows a 𝑘-NN graph over 𝑌 for
𝑘 = 2, where a point is connected to its 1-NN and 2-NN, as indicated by blue solid/dashed edges.
The 𝑋 points are not explicitly shown in Fig. 1. Instead, we show every join window 𝐽𝑖 for 𝑥𝑖 in 𝑋 ,
where 𝑥𝑖 is the center of the corresponding 𝑑-ball, illustrated by a circle in 2-dimensional space.
Here, 𝐽1 = {𝑦8, 𝑦9, 𝑦10}, 𝐽2 = {𝑦2, 𝑦3}, and 𝐽3 = {𝑦3, 𝑦4, 𝑦5}. As shown in Fig. 1, the two clusters of 𝑌
points, namely, {𝑦1, · · · , 𝑦7} and {𝑦8, 𝑦9, 𝑦10}, are not connected over the 𝑘-NN graph. To enforce all
points connected in a graph, in 𝑘-ANN graph (𝑘 = 2), it adds some red edges to make it connected
and prunes some dashed blue edges to make the graph small for efficiency.
As shown in Example 3.1 with Fig. 1, first, on the 𝑘-NN graph, the join window 𝐽1 cannot slide

to the join window 𝐽2, as there is no point in 𝐽1 that has an blue edge to a point in 𝐽2. Suppose that
there is 𝑥4 in 𝑋 , and its join window 𝐽4 = {𝑦8, 𝑦1}, where 𝑦1 and 𝑦8 are not connected in the 𝑘-NN
graph. The selection-based approaches start the search from a single entry point, which results
in the inability to simultaneously locate both 𝑦1 and 𝑦8, since they belong to separate connected
components. Second, on the 𝑘-ANN graph with red/blue solid edges, consider finding 𝐽2 for 𝑥2
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Fig. 2. An adjacent graph

from 𝐽3. Staring from 𝑦2 and 𝑦3, it finds 𝑦4 included in 𝐽2, then it finds that 𝑦6 cannot be in 𝐽2,
and accordingly, it stops search and misses 𝑦5 which should be in 𝐽2. In short, it is difficult for a
selection-based 𝑘-NN or 𝑘-ANN approach to ensure high recall for 𝜖-similarity join.

4 A New 𝜖-Similarity Join Algorithm
In this section, we address the two key issues: join window sliding (Section 4.1) and join window
order selection (Section 4.2). Subsequently, we integrate the techniques proposed to present our
similarity join algorithm, SimJoin (Section 4.3).

4.1 Join Window Sliding
First, we define adjacent points, 𝑦 and 𝑦′, in a 𝑑-dimensional dataset 𝑌 . The definition applies to
any 𝑑-dimensional spaces.
Definition 4.1: [Adjacent points] For any point set 𝑌 in a 𝑑-dimensional space for 𝑑 > 0, two
points 𝑦 and 𝑦′ in 𝑌 are adjacent if there exists a 𝑑-ball such that 𝑦 and 𝑦′ are two points on the
boundary of 𝑑-ball and there is no any point 𝑦′′ in 𝑌 inside 𝑑-ball.
A point 𝑦 in 𝑌 may have multiple adjacent points, for instance, as illustrated in Fig. 2, 𝑦2 is

adjacent to 𝑦1, 𝑦3 and 𝑦5.
Definition 4.2: [Continuous Window] A join window 𝐽 is a continuous window if any two
points, 𝑦𝑝 and 𝑦𝑞 , in 𝐽 are connected by a sequence of pairs of adjacent points.

Definition 4.3: [Continous Sliding] A join window 𝐽𝑖 slides to a join window 𝐽 𝑗 in a continuous
manner, if there are two adjacent points, 𝑦𝑝 and 𝑦𝑞 , for 𝑦𝑝 ∈ 𝐽𝑖 and 𝑦𝑞 ∈ 𝐽 𝑗 .

From a different view, a point 𝑦𝑝 sliding to its adjacent point 𝑦𝑞 may cause a join window slides
to a new join window. Note that the 𝑑-ball in Definition 4.1 is used to define two adjacent points
in a 𝑑-dimensional space, and is different from the 𝑑-ball that corresponds to a join window or a
continuous join window. It is important to note that the continous sliding ensures that we do not
miss any points in 𝑌 for 𝑋 Z𝜖 𝑌 .
Example 4.1: Reconsider Example 3.1. Fig. 2 shows points in 𝑌 , where there is a line between two
adjacent points. With the adjacent points in Fig. 2, the join window 𝐽1 can slide to 𝐽3 as 𝑦8 ∈ 𝐽1 and
𝑦1 ∈ 𝐽3 are adjacent points, and the join window 𝐽3 can slide to 𝐽2. All the three join windows are
continuous windows. There are no missing points in any join windows.
Similarity vs Adjacency: First, regarding the 𝑘-NN based similarity and adjacency in one 𝑑-
dimensional space (e.g., 𝑌 ), the adjacency defined is different from the 𝑘-NN based similarity. It
does not necessarily mean that two adjacent points are similar, and it does not necessarily mean
two similar points are adjacent. Consider Example 4.1 and its Fig. 2. for 𝑦1, its 1-NN, 2-NN, and
3-NN are 𝑦2, 𝑦3, and 𝑦5, respectively. 𝑦3 is more similar to 𝑦1 than 𝑦5. But, 𝑦3 is not adjacent point
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of 𝑦1 but 𝑦5 is. This is because 𝑦1 can slide to 𝑦5 directly, but 𝑦1 cannot slide to 𝑦3 without passing
through 𝑦2. Second, regarding 𝑋 Z𝜖 𝑌 in two 𝑑-dimensional spaces, if 𝑦𝑝 and 𝑦𝑞 are adjacent in 𝑌 ,
it means that it is possible that there exists a point 𝑥𝑖 in 𝑋 , which takes 𝑦𝑝 and 𝑦𝑞 as its 1-NN and
2-NN to join. In general, if 𝑥𝑖 can 𝜖-similarity join 𝑦𝑝 but cannot 𝜖-similarity join its adjacent point
𝑦𝑞 , it does not necessarily to explore 𝜖-similarity join between 𝑥𝑖 and any other adjacent points of
𝑦𝑞 in 𝑌 . In other words, if 𝑦𝑝 is in the join window 𝐽𝑖 for 𝑥𝑖 , but its adjacent point 𝑦𝑞 not, then it
does not need to slide from 𝑦𝑞 to any other adjacent points of 𝑦𝑞 in 𝑌 .
Next, we show that a join window, 𝐽𝑖 , for arbitary data point 𝑥𝑖 is continuous window (Defini-

tion 4.2).
First, for an arbitrary 𝑦𝑥 , its 1-NN 𝑦𝑝 and 2-NN 𝑦𝑞 are adjacent since the 𝑑-ball centered at 𝑦𝑥

contains only 𝑦𝑝 and 𝑦𝑞 in it. However, in general, for an arbitrary 𝑦𝑥 , it does not necessarily mean
that (𝑘-1)-NN 𝑦𝑝 and 𝑘-NN 𝑦𝑞 are adjacent from the viewpoint of 𝑦𝑥 . In Fig. 3, suppose 𝑦𝑥 is the
large circle center, the distance between 𝑦𝑖 and 𝑦𝑥 is smaller than the distance between 𝑦 𝑗 and 𝑦𝑥 if
𝑖 < 𝑗 , and the adjacent points are connected by blue lines. Here, 𝑦1 and 𝑦2 are adjacent, and are
1-NN and 2-NN of 𝑦𝑥 , whereas 𝑦5 and 𝑦6 are 5-NN and 6-NN of 𝑦𝑥 , but 𝑦5 and 𝑦6 are not adjacent.

For easy discussion, in the following, we use 𝑦𝑝 to show that 𝑦𝑝 is 𝑝-NN of 𝑦𝑥 . To show that a
join window, 𝐽𝑖 is continuous, we show that 𝑦𝑘 is adjacent to one of 𝑦 𝑗 , for 1 ≤ 𝑗 < 𝑘 . Consider a
𝑑-ball centered at the segment from 𝑦𝑘 to 𝑦𝑥 , passing through 𝑦𝑘 . By sliding the 𝑑-ball center along
the segment from 𝑦𝑘 towards 𝑦𝑥 , 𝑦 𝑗 is the adjacent to 𝑦𝑘 if 𝑦 𝑗 is the first on such a 𝑑-ball. Note that
𝑦 𝑗 must be closer to 𝑦𝑥 . This is because the sliding 𝑑-ball remains within the large 𝑑-ball centered
at 𝑦𝑥 and passing through 𝑦𝑘 , and 𝑦 𝑗 is on the sliding 𝑑-ball. We explain it using Fig. 3. Consider 𝑦8
in Fig. 3. We show that 𝑦8 must be adjacent to 𝑦5. The segment is depicted as a yellow line between
𝑦8 and 𝑦𝑥 . By sliding a 𝑑-ball (depicted as a red circle), it encounters 𝑦5, and 𝑦5 and 𝑦8 are adjacent.
And 𝑦5 must be closer to 𝑦𝑥 than 𝑦8. This is because the red 𝑑-ball remains within the large 𝑑-ball
centered at 𝑦𝑥 and passing through 𝑦8, and 𝑦5 is on the red 𝑑-ball. This fact implies that the join
window of an arbitrary data point 𝑦𝑥 is continuous.
Lemma 4.1: Given a dataset 𝑌 , regarding an arbitrary data point 𝑦𝑥 , its 𝑘-NN 𝑦𝑘 in 𝑌 are adjacent
with at least one of the 𝑗-NN of 𝑦𝑥 in 𝑌 , for 1 ≤ 𝑗 < 𝑘 .

We omit the proof as it can be done as discussed above.
To handle the adjacent points in a 𝑑-dimensional space 𝑌 , we define an adjacent graph, G =

(V, E).
Definition 4.4: [Adjacent Graph] An adjacent graph, G = (V, E) is for a given 𝑑-dimensional
dataset 𝑌 . Here,V is a set of points in 𝑌 , and E is a set of edges where (𝑦𝑝 , 𝑦𝑞) ∈ E if 𝑦𝑝 and 𝑦𝑞
are adjacent points by Definition 4.1.

Based on Lemma 4.1, we further show that a join window forms a connected subgraph G𝑖 in G
for 𝑌 , i.e., it is continous window.
Corollary 4.1: For an adjacent graph G of dataset 𝑌 , for an arbitrary data point 𝑦𝑥 , the nodes within
its join window form a connected subgraph in G.
Proof Sketch: It is evident that the join window of 𝑦𝑥 contains its top-𝑘 nearest data points,
{𝑦1, 𝑦2, · · · , 𝑦𝑘 }, in 𝑌 , if 𝛿 (𝑦𝑖 , 𝑦𝑥 ) ≤ 𝜖 for 1 ≤ 𝑖 ≤ 𝑘 and 𝛿 (𝑦𝑘+1, 𝑦𝑥 ) > 𝜖 . We prove that its top-𝑘 data
points in 𝑌 form a connected subgraph by induction. For the base case where 𝑘 = 2, 1-NN and
2-NN of 𝑦𝑥 are adjacent, hence there is an edge to connect both in G. Suppose that the subgraph for
top-(𝑘-1) nearest data points, {𝑦1, 𝑦2, · · · , 𝑦𝑘−1} are connected in G. Based on Lemma 4.1, we have
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Fig. 4. Example for similarity join window order

the 𝑘-NN 𝑦𝑘 is connected to one of its 𝑗-NN 𝑦 𝑗 , where 1 ≤ 𝑗 < 𝑘 . This implies that the sugraph for
the top-𝑘 data points are connected. □

As a join window, 𝐽𝑖 , is a connected subgraph, G𝑖 , in G, we can slide a join window 𝐽𝑖 to another
join window 𝐽 𝑗 over G by continous sliding (Definition 4.3).
Adjacent Graph Construction: To construct an adjacent graph, G, for a 𝑑-dimensional dataset,
𝑌 , it needs to check if two points, 𝑦𝑝 and 𝑦𝑞 , in 𝑌 are adjacent. In doing so, it needs to check if there
exists a 𝑑-ball, 𝐵𝑝𝑞 , where 𝑦𝑝 and 𝑦𝑞 are on its boundary and no any points are in the ball. Let the
center of the 𝑑-ball, 𝐵𝑝𝑞 , be 𝑦𝑐 , which is located at the bisector hyperplane between 𝑦𝑝 and 𝑦𝑞 . As
shown in Fig. 2, 𝑦1 and 𝑦2 are adjacent, because there is a circle (i.e., 2-ball) whose center is on
the perpendicular bisector (the red line between 𝑦1 and 𝑦2) of 𝑦1 and 𝑦2, only 𝑦1 and 𝑦2 are on the
boundary of such circle, and no other points are in the circle. On the other hand, 𝑦1 and 𝑦3 are not
adjacent, because it is impossible to find a circle that does not have 𝑦2 inside the circle. The cost of
checking the existence of a 𝑑-ball for every pair of points is too high.
Here, we construct G by space partitioning. We partition the 𝑑-dimensional space, 𝑌 , into |𝑌 |

subspaces, where each subspace, 𝑆𝑝 , contains only one point,𝑦𝑝 , in𝑌 , which implies that any 𝑥𝑖 ∈ 𝑋
point in the subpace, 𝑆𝑝 , will take 𝑦𝑝 as its 1-NN. Such space partitioning is illustrated in Fig. 2 by
the red lines. With such space partitioning, 𝑦𝑝 and 𝑦𝑞 are adjacent points if their subspaces share at
least one point (note that the point mentioned here is an arbitrary data point in the space, which
may not appear in the dataset 𝑌 ). In other words, there must exist a 𝑑-ball centered at the boundary
of the two subspaces for 𝑦𝑝 and 𝑦𝑞 . Such space partitioniong is equivalent to the Voronoi diagram
in the hyperspace [13]. Note that a Voronoi diagram partitions space into subspaces that are closer
to each of a specified set of data points. Its dual graph, Delaunay triangulations (DT) [12, 26] can be
identified. For example, In Fig. 2, the DT is shown by the black lines to connect two adjacent points
if their subspaces share at least one point. In this work, we construct G for 𝑌 by constructing DT
over 𝑌 .

4.2 Join Window Order Selection
We have discussed join window sliding in Section 4.1, and give a join cost function (Eq. (1)) for
𝑋 Z𝜖 𝑌 which we need to minimize. In this section, we delve into the discussion of the join cost
and strategies for minimizing it.

In processing 𝑋 Z𝜖 𝑌 , suppose that we have processed some points,
−→
𝑋 = {𝑥𝑝 , · · · , 𝑥𝑖 , · · · , 𝑥𝑞} in

𝑋 , and the join windows processed are
−→
𝐽 = {𝐽𝑝 , · · · , 𝐽𝑖 , · · · , 𝐽𝑞}. To minimize the total join cost is

to minimize the cost of processing a new join window. And the join window order selection is to
select a 𝑥𝑖 ∈

−→
𝑋 to process 𝑥 𝑗 ∈ (𝑋 \

−→
𝑋 ) such that the cost to process the next join window 𝐽 𝑗 is
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Algorithm 2: SimJoin (𝑋,𝑌, 𝜖)
Input : two 𝑑-dimensional datasets 𝑋 and 𝑌 , and a parameter 𝜖
Output : The 𝜖-similarity join results
𝐺𝐶 ← the complete weighted graph of 𝑋 ; G ← the adjacent graph of 𝑌 ; 𝑦0 ← the entry point of G;1

initialize𝑤 to control the sliding size;
ℵ ←WindowOrder (𝐺𝐶 , 𝑦0);2

𝑋𝑌 ← ∅;3

for each (𝜅𝑖 , 𝑥𝑖 ) ∈ ℵ do4

if 𝜅𝑖 = 𝑦0 then5

𝐽𝑖 ←JoinSlide (G, 𝑦0, 𝑥𝑖 , {𝑦0}, 𝜖,𝑤 );6

else7

𝐽𝑖 ←JoinSlide (G, 𝜅𝑖 , 𝑥𝑖 , 𝐽𝜅𝑖 , 𝜖,𝑤 );8

𝑋𝑌 ← 𝑋𝑌 ∪ 𝐽𝑖 ;9

return 𝑋𝑌 ;10

minimized. It is important to note that a join window is a continuous window. In general, the cost
of sliding from a join window 𝐽𝑖 to a join window 𝐽 𝑗 to be processed next is small, if |𝐽𝑖 ∩ 𝐽 𝑗 | is large,
because we can process a part of 𝐽 𝑗 while sliding from 𝐽𝑖 to 𝐽 𝑗 . The difficulty is that we do not know
𝐽 𝑗 , and we do not know |𝐽𝑖 ∩ 𝐽 𝑗 | before processing 𝐽 𝑗 . Hence, we solve this selection problem by
selecting 𝑥𝑖 ∈

−→
𝑋 to process 𝑥 𝑗 ∈ (𝑋 \

−→
𝑋 ) instead. It is important to note that if 𝛿 (𝑥𝑖 , 𝑥 𝑗 ) is smaller

than 𝛿 (𝑥𝑙 , 𝑥 𝑗 ), it implies that cost of sliding from 𝑥𝑖 to 𝑥 𝑗 is smaller than the sliding from 𝑥𝑙 . In other
words, here, we use 𝐽𝑖 for 𝑥𝑖 to process 𝐽 𝑗 for 𝑥 𝑗 if 𝛿 (𝑥𝑖 , 𝑥 𝑗 ) is the smallest among all points in

−→
𝑋 . It

is easy to check whether |𝐽𝑖 ∩ 𝐽 𝑗 | is empty or not. When |𝐽𝑖 ∩ 𝐽 𝑗 | ≠ ∅, we continuously slide from 𝐽𝑖
to 𝐽 𝑗 . When |𝐽𝑖 ∩ 𝐽 𝑗 | = ∅, we have two choices to slide to 𝐽 𝑗 . One is to continuously slide from a
point in 𝐽𝑖 towards 𝐽 𝑗 , and the other is to slide from the entry point in the adjacent graph G for 𝑌 ,
i.e., seen finding 𝐽 𝑗 as an individual 𝜖-range query. We take the smaller one when |𝐽𝑖 ∩ 𝐽 𝑗 | = ∅.

As an example, consider 𝑋 Z𝜖 𝑌 for 𝑋 = {𝑥1, · · · , 𝑥5} and 𝑌 = {𝑦1, · · · , 𝑦9} as shown in Fig. 4. In
Fig. 4, we show the adjacent graph G on 𝑌 , and 𝑑-balls for the join windows, {𝐽1, · · · , 𝐽5}. Assume
that we have processed 𝐽4 = {𝑦2, 𝑦3, 𝑦4, 𝑦7} for 𝑥4. Suppose 𝑥1 is 1-NN of 𝑥4, and we know 𝐽1∩ 𝐽4 ≠ ∅.
Then we continuously slide from 𝑦2 towards 𝑦1 to process 𝐽1 where 𝐽1 = {𝑦1, 𝑦2, 𝑦3}. Next, suppose
𝑥5 is 1-NN of 𝑥1, and we will select 𝐽1 to process 𝐽5 for 𝑥5. By checking points in 𝐽1, we know
that 𝐽1 ∩ 𝐽5 = ∅. Next, we compare 𝛿 (𝑥1, 𝑥5) with 𝛿 (𝑦0, 𝑥5), where 𝑦0 is a fixed entry point in G. If
𝛿 (𝑥1, 𝑥5) < 𝛿 (𝑦0, 𝑥5), we continuously slide from 𝑦1 towards 𝐽5 for 𝑥5. Otherwise, we slide from the
fixed 𝑦0 towards 𝐽5.
We give details of the cost function for 𝐶 (𝑋 Z𝜖 𝑌 ) (Eq. (1)). Suppose 𝑥 𝑗 is the next point to

process, and 𝑥𝑖 is the point closest to 𝑥 𝑗 among the processed data points, i.e., in
−→
𝑋 . When 𝐽𝑖∩ 𝐽 𝑗 = ∅,

we estimate the cost by 𝑐𝜖 (𝑥 𝑗 ) = min{𝛿 (𝑥𝑖 , 𝑥 𝑗 ), 𝛿 (𝑦0, 𝑥 𝑗 )} where𝑦0 is a fixed point in G for 𝑌 . When
𝐽𝑖 ∩ 𝐽 𝑗 ≠ ∅, we estimate its cost by 𝑐 (𝑥𝑖 , 𝑥 𝑗 ) = 𝛿 (𝑥𝑖 , 𝑥 𝑗 ).
To solve the join window selection problem, we construct a weighted graph𝐺𝐶 = (𝑉𝐶 , 𝐸𝐶 ). Here,

𝑉𝐶 = 𝑋 ∪{𝑦0}, and for every edge (𝑢, 𝑣) ∈ 𝐸𝐶 , its weight is 𝛿 (𝑢, 𝑣). The minimum cost of𝐶 (𝑋 Z𝜖 𝑌 )
is the cost of the minimum spanning tree (MST) of the weight graph, 𝐺𝐶 , rooted at 𝑦0.

4.3 The Join Algorithm
The 𝜖-similarity join algorithm is given in Algorithm 2, which takes 𝑋 , 𝑌 , and 𝜖 as its inputs. Here,
G is the adjacent graph constructed over 𝑌 , and𝐺𝐶 is the weighted graph for join window selection
over 𝑋 together with a fixed point 𝑦0 ∈ G. To control the size of the sliding window, a parameter𝑤
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is given. A higher value of𝑤 will enhance the quality of join results but at the expense of efficiency.
In Algorithm 2, we identify a join window order, ℵ, by calling WindowOrder (line 2), and we
process 𝑋 Z𝜖 𝑌 by sliding join windows following the order given in ℵ (lines 4-9).

Note that our join algorithm can be extended to support parallelism. In brief, the join order ℵ we
use for approximate similarity join forms a tree, as discussed in the preceding subsection, where
for every (𝜅𝑖 , 𝑥𝑖 ) ∈ ℵ, 𝜅𝑖 is the parent node of 𝑥𝑖 within the tree. Here, a child node can process the
join window sliding, when its parent node completes its join processing. And all the child nodes of
the same parent can be processed in parallel. Based on this, different strategies can be employed for
parallel processing in SimJoin. For example, we can utilize the idea of parallel breadth-first search
to parallelly process the join window sliding within the same layer and subsequently process them
in a layer-wise fashion.

5 Join Window Sliding
We give an adjacent graph G where the edges in G connecting adjacent points in 𝑌 . However, in a
high dimensional space, G becomes a complete graph [19, 26, 38], which implies that all points
can possibly be adjacent in a 𝑑-dimensional space when 𝑑 becomes larger (e.g., 𝑑 > 100). Thus,
it becomes impractical for G to be used to slide over the join windows. As a result, we need to
construct an approximate adjacent graph that can be used in practice.

For an approximate adjacent graph to be constructed, we consider that it is impractical in a system
to maintain two large graph indices. One is based on 𝑘-ANN for 𝑘-ANN search or approximate
𝜖-range query, and the other one is based on adjacency for 𝜖-similarity join. We explore if we can
use one graph to serve all the purposes. In other words, we explore if a proximity graph constructed
for 𝑘-ANN search can be used as an approximate adjacent graph G. The question here is how likely
a pair of near neighbors become adjacent. To answer this question, we consider the adjacency in 𝑌
from the angle of an arbitrary point in 𝑋 . To be more precise, consider the adjacency for 3 data
points, 𝑦𝑢 , 𝑦𝑣 , and 𝑦𝑤 in 𝑌 , for an arbitrary data point 𝑥𝑞 in 𝑋 . Here, 𝑥𝑞 is a point to join with points
in 𝑌 . Suppose 𝑦𝑢 is the nearest point to 𝑥𝑞 , and 𝑦𝑣 has a smaller distance to 𝑦𝑢 in comparison with
the distance between 𝑦𝑤 and 𝑦𝑢 . How likely is it for 𝑦𝑢 and 𝑦𝑣 to be adjacent?
Theorem 5.1: Assume that the data points are uniformly distributed in an infinite 𝑑-dimensional
space. Suppose that there are three data points, 𝑦𝑢 𝑦𝑣 , and 𝑦𝑤 in 𝑌 , and suppose 𝑦𝑢 is the nearest data
point to a given data point 𝑥𝑞 , and 𝛿 (𝑦𝑢, 𝑦𝑣) < 𝛿 (𝑦𝑢, 𝑦𝑤). Then, 𝑦𝑣 has a higher probability to have a
smaller distance to 𝑥𝑞 compared to the distance from 𝑦𝑤 to 𝑥𝑞 .

Proof Sketch: Given that 𝑦𝑢 is the nearest data point to 𝑥𝑞 , 𝑥𝑞 resides within the region delineated
by the two perpendicular hyperplanes between 𝑦𝑢 and 𝑦𝑣 and between 𝑦𝑢 and 𝑦𝑤 , regarding 𝑦𝑢 .
This region can be further segmented by the perpendicular hyperplane of 𝑦𝑣 and 𝑦𝑤 . If 𝑦𝑣 is closer
to 𝑥𝑞 than 𝑦𝑤 , then 𝑥𝑞 lies between the perpendicular hyperplanes of 𝑦𝑢 and 𝑦𝑣 , and 𝑦𝑣 and 𝑦𝑤 . The
probability of 𝑥𝑞 being in this region is given as ∠𝑢𝑣𝑤/(∠𝑢𝑣𝑤 + ∠𝑢𝑤𝑣), where ∠𝑢𝑣𝑤 is the angle
centered at 𝑣 . As 𝛿 (𝑢, 𝑣) < 𝛿 (𝑢,𝑤), we have ∠𝑢𝑣𝑤 > ∠𝑢𝑤𝑣 , which implies that 𝑦𝑣 is more likely to
be closer to 𝑥𝑞 than the distance from 𝑦𝑤 to 𝑥𝑞 . □

Based on Theorem 5.1, because𝑦𝑢 is the 1-NN to 𝑥𝑞 , the data points which have a smaller distance
to 𝑦𝑢 have a higher probability to have a smaller distance to 𝑥𝑞 , and in other words, have a higher
probability to become the 2-NN to 𝑥𝑞 . Hence, there is a 𝑑-ball centered at 𝑥𝑞 that contain only 𝑦𝑢
and 𝑦𝑣 , indicating that 𝑦𝑣 has higher probability to be adjacent with 𝑦𝑢 in the 𝑑-dimensional space,
from the angle of such 𝑥𝑞 . Recall that we have shown that for two adjacent points, 𝑦𝑢 and 𝑦𝑣 in 𝑌 ,
there exists an data point that take 𝑦𝑢 and 𝑦𝑣 as their 1-NN and 2-NN. Here, we show that if 𝑦𝑢 and
𝑦𝑣 are 1-NN and 2-NN of a data point in 𝑋 , then it is likely that 𝑦𝑢 and 𝑦𝑣 are adjacent.
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Algorithm 3: JoinSlide (G, 𝑥𝑖 , 𝑥 𝑗 , 𝐽𝑖 , 𝜖,𝑤 )
Input : an adjacent graph G of dataset 𝑌 , two data points 𝑥𝑖 , 𝑥 𝑗 in dataset 𝑋 , the join window 𝐽𝑖 of 𝑥𝑖

and two parameters 𝜖,𝑤
Output : the join window 𝐽 𝑗 of 𝑥 𝑗 in 𝑌
𝑄 ← 𝐽𝑖 is a priority queue, sorted in ascending order based on 𝛿 (𝑦𝑝 , 𝑥 𝑗 ) for every 𝑦𝑝 ∈ 𝑄 ;1

if 𝛿 (𝑄.𝑡𝑜𝑝 (), 𝑥 𝑗 ) > 𝜖 then2

𝑉𝑖𝑠𝑖𝑡 ← 𝐽𝑖 ;3

while 𝑄 is not empty do4

if 𝛿 (𝑄.𝑡𝑜𝑝 (), 𝑥 𝑗 ) ≤ 𝜖 then break;5

𝑢 ← 𝑄.𝑝𝑜𝑝 ();6

for each 𝑣 ∈ 𝑁G (𝑢) \𝑉𝑖𝑠𝑖𝑡 do7

if 𝛿 (𝑣, 𝑥 𝑗 ) < 𝛿 (𝑢, 𝑥 𝑗 ) then8

𝑄.𝑝𝑢𝑠ℎ(𝑣); 𝑉𝑖𝑠𝑖𝑡 ← 𝑉𝑖𝑠𝑖𝑡 ∪ {𝑣};9

while 𝑄.𝑠𝑖𝑧𝑒 () > 𝑤 do10

remove the last element from 𝑄 ;11

if 𝑄 is empty then return 𝐽 𝑗 = ∅;12

𝐽 𝑗 ← {𝑦𝑝 |𝑦𝑝 ∈ 𝑄 ∧ 𝛿 (𝑦𝑝 , 𝑥 𝑗 ) ≤ 𝜖} ;13

push all elements in 𝐽 𝑗 into an empty queue Q;14

while Q is not empty do15

𝑦𝑝 ← Q .𝑝𝑜𝑝 ();16

for each 𝑦𝑞 ∈ 𝑁G (𝑦𝑝 ) do17

if 𝑦𝑞 ∉ 𝐽 𝑗 and 𝛿 (𝑦𝑞, 𝑥 𝑗 ) ≤ 𝜖 then18

Q .𝑝𝑢𝑠ℎ(𝑣); 𝐽 𝑗 ← 𝐽 𝑗 ∪ {𝑦𝑞};19

return 𝐽 𝑗 ;20

Based on our analysis, we show that a single proximity graph designed for 𝑘-ANN search can be
utilized for the purpose of 𝜖-similarity join. Suppose there is a 𝑘-ANN graph with 𝑘 = 20, where 𝑦𝑣
is the 20-NN of 𝑦𝑢 . This implies that, from the angle of data points in dataset 𝑋 , there might exist a
data point 𝑥𝑞 to join, which takes 𝑦𝑢 and 𝑦𝑣 as its 1-NN and 2-NN.

In the following, the adjacent graph G = (V, E) is constructed as a proximity graph (e.g., 𝑘-ANN
graph). We use𝑁G (𝑦𝑢) to indicate the neighbor list of node𝑦𝑢 in G, i.e.,𝑁G (𝑦𝑢) = {𝑦𝑣 | (𝑦𝑢, 𝑦𝑣) ∈ E}.
In a proximity graph, a degree constraint of𝑚 is enforsed to limit the maximum of𝑚 out-neighbors
for each node in 𝑎𝐺 [14, 28, 30, 34] such that |E | = 𝑂 (𝑛𝑚), where 𝑛 is the size of dataset 𝑌 .
The join window sliding algorithm, named JoinSlide is given in Algorithm 3. It takes 5 inputs,

namely, the adjacent graph G over 𝑌 , two points, 𝑥𝑖 , 𝑥 𝑗 in 𝑋 , the join window 𝐽𝑖 for 𝑥𝑖 , together
with two parameters, 𝜖 and 𝑤 . The algorithm ouputs the join window 𝐽 𝑗 for 𝑥 𝑗 . We discuss two
cases, namely, 𝐽𝑖 ∩ 𝐽 𝑗 = ∅ and 𝐽𝑖 ∩ 𝐽 𝑗 ≠ ∅.
(i) 𝐽𝑖 ∩ 𝐽 𝑗 = ∅: Furthermore, there are two cases, ➊ to slide towards 𝐽 𝑗 from 𝐽𝑖 , or ➋ to slide towards
𝐽 𝑗 from 𝑦0.

➊ We slide the join window from the nodes in the join window 𝐽𝑖 towards their neighbors, in
order to ultimately locate at least one data point contained in the join window 𝐽 𝑗 . Specifically,
we populate the priority queue by adding data points from 𝐽𝑖 , where the priority queue is sorted
according to the ascending order of distance to 𝑥 𝑗 (line 1). For each point at the top of the queue
(lines 4-11), we explore its neighbors in G to find data points to the sliding direction, i.e., closer to 𝑥 𝑗
(lines 7-9). If closer data points are found, they are added to the queue (lines 8-9). This exploration
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process continues until a data point within a distance no greater than 𝜖 from 𝑥 𝑗 is identified (line
5), or the search terminates when there are no closer data points to 𝑥 𝑗 (lines 4, 12). Note that a
parameter𝑤 is utilized to cap the size of priority queue 𝑄 size (lines 10-11), thereby enhance the
efficiency of join window sliding algorithms by reducing distance computations in practice. After
this process, if there exists at least one data point within a distance not exceeding 𝜖 from 𝑥 𝑗 , we
then turn to process to the case (ii) (lines 13-19).

➋ This is a case of an approximate 𝜖-range query. We slide from an entry point 𝑦0 in G towards
their neighbors, in order to locate at least one data point contained in the join window 𝐽 𝑗 in a similar
way as discussed for ➊. This case can be achieved by invoking JoinSlide (G, 𝑝0, 𝑥 𝑗 , {𝑝0}, 𝜖,𝑤 ).
Example 5.1: As illustrated in Fig. 4, the blue lines are edges in an approximate adjacent graph of
𝑌 = {𝑦1, · · · , 𝑦9}, with 𝑦2 is the entry point of the graph. Considering the join windows 𝐽1 for 𝑥1
and 𝐽5 for 𝑥5, where 𝐽1 ∩ 𝐽5 = ∅, our initial step involves acquiring at least one data point contained
in 𝐽5 by sliding the graph. This step entails two strategies: ➊ Starting from nodes 𝑦1, 𝑦2, and 𝑦3, we
discover that 𝑦1’s neighbor 𝑦8 is included in 𝐽5; ➋ Starting from node 𝑦2, we find that its neighbor
𝑦1 is closer to 𝑥5, next identifying that 𝑦1’s neighbor 𝑦8 is included in 𝐽5.
(ii) 𝐽𝑖∩ 𝐽 𝑗 ≠ ∅: In this case, acquiring the join window 𝐽 𝑗 is straightforward, given that we are already
aware of at least one data point, 𝑦𝑝 , contained in the join window 𝐽 𝑗 . We begin exploration from 𝑦𝑝 .
This is because the join windows of any data points in G are continuous windows (Corollary 4.1).
To elaborate, we search from any 𝑦𝑝 in 𝐽𝑖 ∩ 𝐽 𝑗 and add it to the queue (line 13-14). Then, we expand
nodes in the queue (line 16) by exploring their neighbors within a distance no greater than 𝜖 from
𝑦𝑝 (lines 17-19). We continue the search process until no more neighbors can be added to the queue
(line 15) and finally return 𝐽 𝑗 (line 20).
Example 5.2: Reconsider Example 5.1, we aim to slide the join window from 𝐽1 to 𝐽5, where we
have found 𝑦8 in 𝐽5. Next, in the second step, we start from 𝑦8, and explore its neighbors, which
results in the discovery of 𝑦8 and 𝑦9 within 𝐽5. For another instance, when sliding the join window
from 𝐽1 to 𝐽4, upon finding that 𝐽1 ∩ 𝐽4 = {𝑦2, 𝑦3} as outlined in line 13 of Algorithm 3. Hence we
proceed to explore starting from these two data points, and find that 𝑦4 and 𝑦7 are also in 𝐽4. Then
the explore terminates as no additional neighbors are in 𝐽4.
The Cost of Join Window Sliding: Recall that we give the join cost function for 𝐶 (𝑋 Z𝜖 𝑌 )
(Eq. (1)), and discuss how to use distance function, 𝛿 (, ), to estimate the join costs in Section 4.2. A
question that is unanswered is whether such cost estimation is feasible given the 𝜖-similarity join
algorithm, Algorithm 2, and in particular the JoinSlide algorithm (Algorithm 3). It is important to
mention that, on the one hand, as shown in Algorithm 3, the part of the join cost of JoinSlide is the
number of distance computations (NDC) while sliding over G within the join window 𝐽 𝑗 (case (ii)).
On the other hand, the cost from sliding from 𝐽𝑖 to 𝐽 𝑗 (case(i)), which can be estimated by 𝛿 (𝑥𝑖 , 𝑥 𝑗 ),
and it is the only cost related to the join window order.

We conduct some experimental studies using Msong dataset. Here, we randomly divide Msong
into two sets in the same size, denoted as 𝑋 and 𝑌 , and conduct the 𝜖-similarity join on such 𝑋 and
𝑌 . In particular, we select 1,000 pairs of (𝑥𝑖 , 𝑥 𝑗 ) ∈ 𝑋 × 𝑋 where 𝑥𝑖 ≠ 𝑥 𝑗 , and obtain NDC during
lines 1-12 using the JoinSlide algorithm (Algorithm 3) by sliding from the join window 𝐽𝑖 of 𝑥𝑖 to
the join window 𝐽 𝑗 of 𝑥 𝑗 on the adjacent graph G, which is constructed by NSG [14] of 𝑌 . The
results are presented in Fig. 5. As shown in Fig. 5, the further apart 𝑥𝑖 and 𝑥 𝑗 are, the more sliding is
required, which leads to a larger NDC. The results indicate that the NDC increases as the distances
between the two points increase, and it is almost linear when the distance is under 0.9.
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Fig. 5. NDC v.s. 𝛿 (𝑥𝑖 , 𝑥 𝑗 ) on Msong dataset

Table 1. 𝜖NG graphs

Dataset 𝜖 𝑑𝑎𝑣𝑔

Rand 0.57690 50.966
Gauss 0.85741 11.201
Msong 0.70702 17.277
GIST 0.80105 17.026
GloVe 0.71288 45.205
Crawl 0.56437 27.796
SIFT 0.69817 27.769
Higgs 0.55096 28.755

6 Join Window Order Selection
In this section, we discuss join window order selection for 𝑋 Z𝜖 𝑌 . Here we assume the set of 𝑋 is
smaller than that of 𝑌 in size.

6.1 The Weighted Graph 𝐺𝐶

To determine the join window order, we discuss a weighted graph 𝐺𝐶 = (𝑉𝐶 , 𝐸𝐶 ) where 𝑉𝐶 =

𝑋 ∪ {𝑦0} in Section 4.2 with which the optimal join window order can be determined by an MST on
𝐺𝐶 . Such𝐺𝐶 constructed is a complete weight graph, and needs to construct online because it needs
dataset 𝑋 and an entry point of 𝑦0 taken from G of 𝑌 for 𝑋 Z𝜖 𝑌 . Therefore, the 𝐺𝐶 construction
time is a part of 𝜖-similarity join. Therefore, it is impractical to construct𝐺𝐶 as it takes 𝑂 (𝑑𝑛2) for
a 𝑑-dimensional dataset 𝑋 where 𝑛 = |𝑋 |. This construction cost can be even larger than the join
processing time given 𝐺𝐶 is constructed.
Instead of constructing a completed weighted graph, 𝐺𝐶 = (𝑉𝐶 , 𝐸𝐶 ), we construct a 𝜖-neighbor

proximity graph (𝜖NG), and denote it as 𝐺𝜖 = (𝑉𝜖 , 𝐸𝜖 ), where 𝑉𝜖 = 𝑋 ∪ {𝑦0}. In 𝐺𝜖 , a data point is
connected to the nodes in 𝑉𝜖 which distance between them is no greater than 𝜖 . The weight of an
edge, (𝑢, 𝑣), in 𝐸𝜖 is the distance 𝛿 (𝑢, 𝑣). The following lemma establishes that the total weight of
the MST on a connected 𝜖NG is equal to the minimum join cost.
Lemma 6.1: The minimum join cost of𝑋 Z𝜖 𝑌 is equal to the total MST weight of𝐺𝜖 if𝐺𝜖 is connected.

Proof Sketch: Since the𝐺𝜖 = (𝑉𝜖 , 𝐸𝜖 ) is the subgraph of the complete graph𝐺𝐶 = (𝑉𝐶 , 𝐸𝐶 ), where
𝑉𝐶 = 𝑉𝜖 = 𝑋 ∪ {𝑦0} and 𝐸𝜖 ⊆ 𝐸𝐶 ). The total MST weight over 𝐺𝜖 , denoted as 𝑤 (𝐺𝜖 ), is no less
than the total MST weight over 𝐺𝐶 , denoted as𝑤 (𝐺𝐶 ). Assume that𝑤 (𝐺𝜖 ) > 𝑤 (𝐺𝐶 ), there must
exist an edge (𝑢, 𝑣) such that (𝑢, 𝑣) ∉ 𝐺𝜖 and 𝛿 (𝑢, 𝑣) < 𝑤max (𝑢 ⇝ 𝑣), where 𝑤max (𝑢 ⇝ 𝑣) is the
maximum edge weight along the path from 𝑢 to 𝑣 in the MST of 𝐺𝜖 . However, it becomes evident
that for 𝜖NG, the value of 𝜖 must satisfy 𝜖 > 𝑤max (𝑢 ⇝ 𝑣), whereas 𝛿 (𝑢, 𝑣) < 𝑤max (𝑢 ⇝ 𝑣). This
implies that (𝑢, 𝑣) must be included in such 𝜖NG, leading to a contradiction. Therefore, we conclude
that𝑤 (𝐺𝜖 ) = 𝑤 (𝐺𝐶 ). □

Lemma 6.1 states that 𝜖NG we require is a graph with a sufficiently large 𝜖 value to guarantee
connectivity. In Table 1, we show 𝜖NG with the smallest 𝜖 value that guarantees 𝐺𝜖 connected,
where 𝑑𝑎𝑣𝑔 represents the average node degree in this minimal connected 𝜖NG. The results indicate
that the graph size needed remains consistently small across all evaluated datasets.

In practice, constructing an exact 𝜖NG,𝐺𝜖 = (𝑉𝜖 , 𝐸𝜖 ) for𝑉𝜖 = 𝑋 ∪ {𝑦0} is still time-intensive. We
do as follows. First, we construct an approximate 𝜖NG, �̃�𝜖 = (�̃�𝜖 , 𝐸𝜖 ), over 𝑋 , which can be done
offline. Here, an approximate 𝜖NG can be constructed based on the proximity graphs by considering
both in-neighbors and out-neighbors for each node to identify its neighbors for 𝜖NG. It is because
many state-of-the-art approaches for proximity graphs rely on an approximate 𝑘-NN graph and
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Algorithm 4: MST (𝐺)
Input : a proximity graph 𝐺 = (𝑉 , 𝐸) with each node 𝑢 ∈ 𝑉 having neighbors sorted in ascending

order by their distances to 𝑢
Output : the MST of proximity graph 𝐺
𝑇 ← ∅; 𝑙 [𝑢] ← 1 for each 𝑢 ∈ 𝑉 ;1

assign 𝑢 ∈ 𝑉 to the set only contains itself;2

while 𝑇 contains less than |𝑉 | − 1 edges do3

𝐸min [𝑠] ← ∅ for each set 𝑠 that contains any data point 𝑢 ∈ 𝑉 ;4

for each 𝑢 ∈ 𝑉 do5

𝑣 ←the 𝑙 [𝑢]-th node in 𝑁𝐺 (𝑢);6

while 𝑙 [𝑢] ≤ |𝑁𝐺 (𝑢) | and 𝑢, 𝑣 are in the same set do7

𝑙 [𝑢] ← 𝑙 [𝑢] + 1; 𝑣 ←the 𝑙 [𝑢]-th node in 𝑁𝐺 (𝑢);8

if 𝑙 [𝑢] ≤ |𝑁𝐺 (𝑢) | then9

𝑠 ← the set contains data point 𝑢;10

if 𝐸min [𝑠] = ∅ or 𝛿 (𝑢, 𝑣) < weight of 𝐸min [𝑠] then11

𝐸min [𝑠] ← (𝑢, 𝑣);12

for each set 𝑠 contains any data point 𝑢 ∈ 𝑉 do13

(𝑢, 𝑣) ← 𝐸min [𝑠];14

if 𝑢 and 𝑣 are in different sets then15

merge the sets containing 𝑢 and 𝑣 ;16

add edge (𝑢, 𝑣) into 𝑇 with weight 𝛿 (𝑢, 𝑣);17

return 𝑇 ;18

incorporate diverse pruning strategies [14, 34, 47]. These strategies preserve most short-distance
edges within approximate 𝑘-NN graph and further add edges to ensure graph connectivity. Next,
based on �̃�𝜖 constructed over 𝑋 , we construct𝐺𝜖 = (𝑉𝜖 , 𝐸𝜖 ) by adding a new node, 𝑦0, taken from
G of 𝑌 , and add an edge between 𝑥𝑖 and 𝑦0, for every 𝑥𝑖 ∈ �̃�𝜖 with the edge-weight of 𝛿 (𝑥𝑖 , 𝑦0) and
satisfies 𝛿 (𝑥𝑖 , 𝑦0) ≤ 𝜖 .

6.2 The Algorithm for Order Selection
The MST can be computed for𝐺𝜖 = (𝑉𝜖 , 𝐸𝜖 ) using the Kruskal’s algorithm efficiently if 𝐸𝜖 has been
sorted. We can sort edges in �̃�𝜖 constructed for𝑋 offline before any𝑋 Z𝜖 𝑌 . But, we have to sort all
edges in 𝐸𝜖 when 𝑦0 is added together with new edges between every 𝑥𝑖 and 𝑦0 online, in order to
process𝑋 Z𝜖 𝑌 . Therefore, the time complexity to find MST using the Kruskal’s algorithm becomes
𝑂 (𝑚 |𝑉𝜖 | log(𝑚 |𝑉𝜖 |)), where𝑚 is the degree limit of 𝐺𝜖 . We call it as baseline algorithm. Such a
baseline algorithm is time-consuming as illustrated in Exp. 4 in Section 8, where it consumes over
20% of the total time to determine join window selection GloVe dataset.

Thus, we need a new algorithm for MST. At a high level, in the first phase, we find MST for �̃�𝜖

over 𝑋 , which can be done offline. In the second phase, for MST to be found over 𝐺𝜖 with a new
node 𝑦0 and |𝑋 | edges added, we insert |𝑋 | edges into the MST of �̃�𝜖 to substitute certain existing
edges. We give the details as follows.
The first phase: It finds MST of the proximity graph �̃�𝜖 = (�̃�𝜖 , 𝐸𝜖 ), using the Kruskal’s algorithm
in 𝑂 (𝑚 |𝑋 | log(𝑚 |𝑋 |)). We give a more efficient algorithm in Algorithm 4, which finds MST, under
the assumption that the neighbors of each node 𝑢 ∈ �̃�𝜖 are sorted in ascending order based on their
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distance to 𝑢, which can be seamlessly integrated during the proximity graph (�̃�𝜖 ) construction
without requiring additional storage for such information.

Initially, each data point is allocated to an individual set containing only itself (line 2). Then, in
each iteration, we identify the edge with the minimum weight from each set to others (lines 5-12)
by exploring unvisited edges from each data point (lines 6-8). When we have found such edges
across sets, we add them into the MST if the two nodes of the edges are not already connected
(lines 13-17). The construction process concludes when the MST contains |𝑋 | − 1 edges (Line 5). To
store the MST in the proximity graph, we can assign a label to the edges within the MST (line 18).

Checking whether two elements are in the same set (lines 7, 15) and merging the set operation
(line 16) can be accomplished using the techniques proposed in [15]. Each operation requires
𝑂 (𝛼 (𝑁 )) time in total, where 𝑁 is the total number of elements, and 𝛼 (·) denotes the inverse
function of Ackermann’s function, which is less than 5 for any practical input, can be seen as a
constant [3]. Additionally, in each iteration, if there are |𝑆 | distinct sets containing any data point
𝑥 ∈ 𝑋 , at least ⌊|𝑆 |/2⌋ edges will be added into the MST at this iteration. Hence, the algorithm
comprises a maximum of log |𝑋 | rounds. Therefore, this phase runs in 𝑂 (𝑚 |𝑋 | + |𝑋 | log |𝑋 |) time.
In practice, log |𝑋 | is lesser or comparable to𝑚, hence the time complexity aligns with the size of
the proximity graph 𝐺 .

Then, we provide the subsequent theorem to prove the correctness of this phase for constructing
MST of proximity graph of 𝑋 .
Theorem 6.1: Given a proximity graph 𝐺 of dataset 𝑋 , Algorithm 4 obtains the MST of graph 𝐺 .

Proof Sketch: In Algorithm 4, each added edge connects two previously unconnected sets, cul-
minating in a connected graph with |𝑉 (𝐺) | − 1 edges, satisfying the tree property. To establish
that the resultant tree is MST of 𝐺 , we prove that the minimum-weight edge bridging any two
disjoint subgraphs 𝐺1 and 𝐺2 (𝑉 (𝐺1) ∩ 𝑉 (𝐺2) = ∅) in 𝐺 is indeed part of the MST. We prove it
by contradiction. Assume the edge (𝑢, 𝑣) with the least weight crossing 𝐺1 and 𝐺2 is absent from
MST of 𝐺 . It implies 𝛿 (𝑢, 𝑣) > 𝑤max (𝑢 ⇝ 𝑣), where𝑤max (𝑢 ⇝ 𝑣) denotes the highest edge weight
along the path from 𝑢 to 𝑣 within the MST of 𝐺 . This contradicts the initial premise that (𝑢, 𝑣) is
the minimum-weight edge spanning𝐺1 and𝐺2, since one of the edges along the path from 𝑢 to 𝑣 is
crossing 𝐺1, 𝐺2. □

The second phase: Let 𝑦0 denote the entry point of proximity graph of 𝑌 . The second phase
involves adding |𝑋 | edges (𝑥𝑖 , 𝑦0) for each 𝑥𝑖 ∈ 𝑋 with weights 𝛿 (𝑥𝑖 , 𝑦0) to MST of 𝐺𝜖 , resulting in
the final MST of 𝐺𝜖 . We denote the new |𝑋 | edges into a sorted list 𝑒1, · · · , 𝑒 |𝑋 | (line 1). Then, we
traverse the edges in the MST of the proximity graph 𝐺 based on ascending edge weights (line 4).
Before inserting each edge, we check the sorted list 𝑒1, · · · , 𝑒 |𝑋 | by considering edges with weights
falling within the range of the previously traversed edge and the current edge (line 5-9). During
both the insertion process of edges in the sorted list and MST, we verify that the two nodes of an
edge if they do not belong to the same connected components (lines 6-8, 10-12). Following this, a
Depth-First Search (DFS) is executed on the MST to obtain the window order list (lines 13-14).
Note that, at line 1, the edge from 𝑦0 to 𝑥𝑖 ∈ 𝑋 that is larger than max𝑇 should not be included

in the MST unless it is the shortest edges from 𝑦0 to all data points in 𝑥𝑖 ∈ 𝑋 , where max𝑇 is the
maximum weight of edges in MST of 𝐺𝜖 . To expedite the sorting process, a max𝑇 -range search can
be conducted on 𝐺𝜖 , with the query point set as 𝑦0. We can find that the value of max𝑇 needed is
equal to the minimal value of 𝜖 for a connected 𝜖NG, as depicted in Table 1, the value of max𝑀𝑆𝑇

is typically small. Hence, the time complexity of this approach is similar to a 𝑘-nearest neighbor
search in practice, approximately 𝑂 (log |𝑋 |) [34]. Thereby, since lines 2-14 require 𝑂 ( |𝑋 |) time,
the overall time for the second phase is 𝑂 ( |𝑋 |).
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Algorithm 5: WindowOrder (𝐺,𝑦0)
Input : a proximity graph 𝐺 = (𝑉 , 𝐸) of 𝑋 and the entry point 𝑦0 of the proximity graph of 𝑌
Output : the window order list
sort edges (𝑥𝑖 , 𝑦0) with ascending order of 𝛿 (𝑥𝑖 , 𝑦0) for each 𝑥𝑖 ∈ 𝑉 , and denote them as 𝑒1, 𝑒2, · · · , 𝑒 |𝑋 | ;1

𝑖 ← 1; 𝑇 ← ∅;2

assign each data point 𝑢 ∈ 𝑉 ∪ {𝑦0} to the set only contains itself;3

for each edge (𝑝, 𝑞) in 𝐺 ’s MST in ascending order of 𝛿 (𝑝, 𝑞) do4

while 𝑖 ≤ |𝑉 | and weight of edge 𝑒𝑖 = (𝑢, 𝑣) ≤ 𝛿 (𝑝, 𝑞) do5

if 𝑢 and 𝑣 are in different sets then6

merge the sets containing 𝑢 and 𝑣 ;7

add edge (𝑢, 𝑣) into 𝑇 ;8

𝑖 ← 𝑖 + 1;9

if 𝑝 and 𝑞 are in different sets then10

merge the sets containing 𝑝 and 𝑞;11

add edge (𝑝, 𝑞) into 𝑇 ;12

use DFS to derive parent node 𝑝 [𝑥𝑖 ] for each 𝑥𝑖 ∈ 𝑉 in 𝑇 rooted at 𝑦0;13

return (𝑝 [𝑥𝑖 ], 𝑥𝑖 ) for each 𝑥𝑖 ∈ 𝑋 according to the DFS order;14

The following theorem proves the correctness of this algorithm for obtaining the optimal join
window order list.
Theorem 6.2: Given the entry point 𝑦0 of the proximity graph of 𝑌 , Algorithm 5 returns the optimal
window order list with the minimum join cost when the given proximity graph 𝐺 of 𝑋 is a connected
𝜖NG.

Proof Sketch: We need to prove that the 𝑇 acquired in Algorithm 5 is the MST of the 𝜖NG of
dataset |𝑋 | ∪𝑦0, then we can utilize Lemma 6.1 to establish that the weight of the𝑀𝑆𝑇 is equivalent
to the minimum join cost. Since lines 4-5 guarantee the traversal of edges in {𝑒1, 𝑒2, · · · , 𝑒 |𝑋 | } and
the MST of 𝐺 in ascending order, 𝑇 is MST among these edges. Assuming that 𝑇 is not MST of
the connected 𝜖NG of dataset |𝑋 | ∪ {𝑦0}, there must be at least one edge (𝑢, 𝑣) in the 𝜖NG that is
not in the MST of 𝐺 but is included in the MST of the 𝜖NG. This implies 𝛿 (𝑢, 𝑣) < 𝑤max (𝑢 ⇝ 𝑣),
where𝑤max (𝑢 ⇝ 𝑣) is the maximum edge weight along the path from 𝑢 to 𝑣 in 𝑇 . Since the edge
(𝑢, 𝑣) is absent in 𝑇 , the path from 𝑢 to 𝑣 in 𝑇 must involve two edges from 𝑦0, denoted as (𝑦0, 𝑝)
and (𝑦0, 𝑞), where 𝛿 (𝑦0, 𝑝) ≤ 𝛿 (𝑦0, 𝑞). Hence, we have 𝛿 (𝑢, 𝑣) < 𝛿 (𝑦0, 𝑞). However, because (𝑢, 𝑣) is
not part of the MST of 𝐺 , and (𝑦0, 𝑞) must replace one of the edges from 𝑝 to 𝑞 in the MST of 𝐺 to
be present in 𝑇 , we have 𝛿 (𝑦0, 𝑞) < 𝑤 ′max (𝑝 ⇝ 𝑞) ≤ 𝛿 (𝑢, 𝑣), where𝑤 ′max (𝑝 ⇝ 𝑞) is the maximum
edge weight along the path from 𝑝 to 𝑞 in the MST of 𝐺 . This leads to a contradiction. □

7 𝑘-similarity Join
In this section, we discuss how our 𝜖-similarity join algorithm supports 𝑘-similarity join. Then, we
discuss how our 𝑘-similarity join addresses maintenance issue for the proximity graph index.

7.1 𝑘-similarity Join Algorithm
The 𝑘-similarity join 𝑋 Z𝑘 𝑌 between two 𝑑-dimensional dataset 𝑋 and 𝑌 is defined as 𝑋 Z𝑘 𝑌 =

{(𝑥𝑖 , 𝑦 𝑗 ) ∈ 𝑋 × 𝑌 | 𝑦 𝑗 ∈ 𝑇𝑜𝑝𝐾 (𝑥𝑖 )}, where 𝑇𝑜𝑝𝐾 (𝑥𝑖 ) is the set of top-𝑘 nearest data points of 𝑥𝑖 in
𝑌 .
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Algorithm 6: kJoinSlide (G, 𝑥𝑖 , 𝑥 𝑗 , 𝐽𝑖 , 𝑘,𝑤 )
Input : an adjacent graph G of dataset 𝑌 , two data points 𝑥𝑖 , 𝑥 𝑗 , the join result 𝐽𝑖 of 𝑥𝑖 and two

parameters 𝑘,𝑤
Output : the 𝑘-join result 𝐽 𝑗 of 𝑥 𝑗 in 𝑌
𝑄 ← 𝐽𝑖 is a priority queue, sorted in ascending order based on 𝛿 (𝑦𝑝 , 𝑥 𝑗 ) for every 𝑦𝑝 ∈ 𝑄 ;1

𝑉𝑖𝑠𝑖𝑡 ← 𝐽𝑖 ; mark each 𝑢 ∈ 𝑄 unexplored;2

while at least one of the elements in 𝑄 is unexplored do3

𝑢 ← the first unexplored element in 𝑄 ; mark 𝑢 explored;4

for each 𝑣 ∈ 𝑁G (𝑢) \𝑉𝑖𝑠𝑖𝑡 do5

push 𝑣 into priority queue 𝑄 ;6

𝑉𝑖𝑠𝑖𝑡 ← 𝑉𝑖𝑠𝑖𝑡 ∪ {𝑣}; mark 𝑣 unexplored;7

while 𝑄.𝑠𝑖𝑧𝑒 () > 𝑤 do8

remove the last element from 𝑄 ;9

return the first 𝑘 elements in 𝑄 ;10

The main ideas used in our 𝜖-similarity join algorithm, SimJoin, can be utilized to support 𝑘-
similarity join, based on join window sliding and join window order selection. We discuss the
key difference between 𝜖-similarity join and 𝑘-similarity join. For 𝜖-similarity join, 𝑋 Z𝜖 𝑌 , a
continuous join window, 𝐽𝑖 , for 𝑥𝑖 , is bounded while sliding. In other words, suppose it slides to 𝑦𝑝 ,
for 𝛿 (𝑦𝑝 , 𝑥𝑖 ) ≤ 𝜖 , then it does not need to slide further from 𝑦𝑝 to 𝑦𝑞 and beyond if for 𝛿 (𝑦𝑞, 𝑥𝑖 ) > 𝜖 .
For 𝑘-similarity join, 𝑋 Z𝑘 𝑌 , it is difficult to determine whether the data points are included in
the join window or not, i.e., it is a challenge for the sliding to ensure that no additional points in 𝑌
can be included in 𝑇𝑜𝑝𝐾 (𝑥𝑖 ) before terminating. Hence, we propose to explore all adjacent points
of a join window 𝐽𝑖 to ensure the points in 𝐽𝑖 are top-𝑘 nearest data points by there are no closer
neighbors to 𝑥𝑖 . Based on this, for 𝑘-similarity join, the strategies used for join window sliding and
join window order selection can be used effectively.

We give the join window sliding algorithm for 𝑘-similarity join in Algorithm 6, which is the only
part we need to modify to support for 𝑘-similarity join based on our 𝜖-similarity join algorithm,
SimJoin. It starts by enqueuing all data points from the join window of 𝐽𝑖 into the priority queue,
𝑄 (line 1). Next, it traverses each node in 𝑄 to explore closer data points to 𝑥 𝑗 by examining its
neighbors (lines 5-9). The size of 𝑄 is restricted to a maximum of𝑤 (lines 8-9), and the iteration
concludes when no nodes in the queue have closer neighbors to 𝑥 𝑗 (line 3).
𝜖-similarity join vs 𝑘-similarity join: The main difference between 𝑘 and 𝜖 is that the former
indicates the number of nearest neighbors whereas the latter indicates the nearest neighbors in a
range. The two serve a similar purpose but are different. From the viewpoint of 𝑘 , the values of 𝜖
can vary from one dataset to another. Consider 𝑘 as nSelectivity given in Exp. 3 in Section 8. As
illustrated in Fig. 7, to have nSelectivity = 10, 𝜖 needs to be greater than 0.5 in Crawl, and needs to
be less than 0.4 in Higgs.

Determining the value of 𝑘 for the join may be straightforward as it limits the number of results.
For selecting the value of 𝜖 , one way is to explore the average distance in a known dataset. For
example, in the application of auto-tagging discussed in our introduction, the 𝜖 value can be
obtained by the average distance among the documents that have the same labels. Another way to
select 𝜖 for joins is to explore its relationship with nSelectivity (e.g., 𝑘).
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7.2 Maintenance of Proximity Graph Index
Proximity graphs are one of the state-of-the-art approaches for approximate nearest neighbor
search in vector databases, which offers a multitude of applications including information retrieval
and recommendations. And there is a significant demand for updating these indices due to the
continuous influx of large volumes of vector data across different platforms, e.g., over 500 hours of
content are uploaded to YouTube every minute [41]. Thus, the maintenance of proximity graphs
has emerged as an important issue.

The maintenance issue for a proximity graph index,𝐺𝑌 = (𝑉𝑌 , 𝐸𝑌 ), for a dataset 𝑌 is to deal with
data insertion/deletion [40, 42, 44]. To deal with new data point insertion, the existing approaches
will maintain it in a dataset𝑋 , and build a different small delta proximity graph index,𝐺𝑋 = (𝑉𝑋 , 𝐸𝑋 ),
to maintain such new points; and to deal with data point deletion from 𝑌 , the existing approaches,
for each deleted𝑦𝑝 from𝑌 , will connect all its in-neighbors to its out-neighbors in𝐺𝑌 . It is important
to note that periodic global rebuilding of the entire𝐺𝑌 is necessary and is triggered (1) when the
cumulative number of data points in𝐺𝑋 surpasses a specific threshold (e.g., 1-10% of the total index
size) and (2) the number of deleted data points in 𝐺𝑌 exceeds a substantial threshold. Such global
rebuildings are resource-intensive and time-consuming. As shown in Table 4, global rebuilding
of an index for Higgs dataset peaked at 22.4 GB memory and required 2,962 seconds when it is
executed using 32 threads, despite the original size of Higgs is 3.8 GB. And the main cost is to
rebuild 𝐺𝑌 with 𝐺𝑋 .
To deal with data insertions: To rebuild a new proximity index G𝑌 for 𝑌 ∪ 𝑋 for data points
insertion, first, we conduct 𝑘-similarity join, 𝑋 Z𝑘 𝑌 , where 𝐺𝑋 has been built for 𝑋 and𝐺𝑌 has
been built for 𝑌 . The 𝑘-similarity join results are the potential out-neighbors of each node across 𝑌
and 𝑋 . Second, together with 𝐺𝑋 ,𝐺𝑌 and the 𝑘-similarity resultss, we can build a new G𝑌 easily,
without rebuilding G𝑌 from scratch for 𝑌 ∪ 𝑋 . Third, we can apply various pruning techniques by
different approaches to obtain the final index.
To deal with data deletions:When a data point is deleted, we mark it on the proximity graph,
𝐺𝑌 , to ensure its exclusion from 𝑘-ANN searches, but do not remove it from 𝐺𝑌 . Upon reaching
a specified threshold of deletions, we perform batch updates on 𝐺𝑌 . For batch updates, it is to
deal with those data points, 𝑦𝑞 , in𝐺𝑌 marked deleted, because the out-degree of the in-neighbors
of 𝑦𝑞 can drop below a threshold, e.g.,𝑚. The impacts on the out-neighbors of 𝑦𝑞 are minor, as
their 𝑘-ANN on 𝐺𝑌 remains unaffected. To swiftly address the decrease in the out-degree of the
in-neighbors of such deleted nodes in 𝐺𝑌 , we employ the join window sliding algorithm instead
of adding new edges from the in-neighbors of 𝑦𝑞 to out-neighbors of 𝑦𝑞 . Specifically, for each
in-neighbor 𝑦𝑥 of a deleted data point, 𝑦𝑞 , on𝐺𝑌 , we slide the join window 𝐽𝑥 = 𝑁𝐺𝑌

(𝑦𝑥 ) \𝑌𝐷 to the
𝑘-similarity join window 𝐽𝑥 of𝑦𝑥 , where𝑌𝐷 is the set of data points deleted from𝑌 , which 𝐽𝑥 should
exclude. This process can be accomplished by invoking kJoinSlide (G, 𝑦𝑥 , 𝑦𝑥 , 𝑁𝐺𝑌

(𝑦𝑥 ) \𝑌𝐷 , 𝑘,𝑤 ) for
𝑘 > 𝑚. We can easily do it by modifying line 8 to“while |𝑄 \𝑌𝐷 | > 𝑤 do” and line 10 to “return the
first 𝑘 elements in𝑄 \𝑌𝐷”. Next, various pruning techniques, relying on those proposed in different
proximity graph methods, can be employed on 𝐽𝑥 for each in-neighbor 𝑦𝑥 . For instance, when
maintaining NSG [14], an edge (𝑢, 𝑣) exists only if there is no edge (𝑢,𝑤) such that 𝛿 (𝑢,𝑤) < 𝛿 (𝑢, 𝑣)
and 𝛿 (𝑣,𝑤) < 𝛿 (𝑢, 𝑣).

8 Experiments
In this section, we conduct extensive experiments on both real-world and synthetic datasets and
report our findings.
Datasets: We employ 6 real-world and 2 synthetic datasets with different numbers of dimensions/-
points, the real-world datasets are from diverse applications including image (SIFT [1], GIST [1]),

Proc. ACM Manag. Data, Vol. 3, No. 3 (SIGMOD), Article 158. Publication date: June 2025.



158:18 Jiadong Xie, Jeffrey Xu Yu, and Yingfan Liu

Table 2. Statistics of Datasets

Dataset dim. # of points Type Source Dataset dim. # of points Type Source
Rand 64 100,000 Synthetic U(0,1) GloVe 100 1,183,514 Text [35]
Gauss 64 100,000 Synthetic N(0,1) Crawl 300 1,989,995 Text [2]
Msong 420 992,272 Audio [6] SIFT 128 10,000,000 Image [1]
GIST 960 1,000,000 Image [1] Higgs 29 11,000,000 Particles [5]

Table 3. Runtime and average recall of four algorithms on different datasets (Exp. 2)

Dataset
𝜖-self similarity join (𝜖=0.4) 𝜖-similarity join (𝜖=0.4)

XJoin VBASE FGF-Hilbert SimJoin XJoin VBASE FGF-Hilbert SimJoin
recall time (s) recall time (s) recall time (s) recall time (s) recall time (s) recall time (s) recall time (s) recall time (s) pre-ratio

Rand 0.95688 19.368 0.99233 16.343 1 48.989 1 1.8626 0.95752 19.536 0.99126 16.293 1 49.035 0.99298 6.3837 0.00623%
Gauss 0.95763 15.788 0.99583 13.272 1 18.234 1 1.1332 0.95727 16.418 0.99583 13.394 1 18.011 1.0000 1.0223 0.03870%
Msong 0.97613 765.82 0.99055 528.57 1 4904.1 0.99368 135.89 0.97541 783.35 0.99035 528.54 1 4912.7 0.99052 178.20 0.00066%
GIST 0.97308 2097.1 0.98825 1827.8 1 10911 0.99091 120.62 0.97739 2196.7 0.99135 1775.7 1 11295 0.99256 355.38 0.00032%
GloVe 0.96599 280.70 0.99264 225.13 1 882.29 1 18.158 0.96586 287.76 0.99261 222.77 1 897.89 0.99788 15.203 0.01474%
Crawl 0.97304 1063.1 0.98753 838.91 1 6072.2 0.99998 47.114 0.97321 1048.7 0.98659 842.63 1 6138.9 0.99084 202.72 0.00201%
SIFT 0.98138 14819 0.99251 7679.5 1 166050 0.99564 5232.8 0.98023 15479 0.99222 9418.4 1 166931 0.99344 5532.6 0.00023%
Higgs 0.98659 8258.2 0.99031 4553.2 1 38724 0.99014 2044.6 0.98659 10948 0.99031 6339.2 1 38778 0.99067 2020.3 0.00109%

audio (Msong [6]), text (GloVe [35], Crawl [2]) and high-energy physics (Higgs [5]). The summary
can be found in Table 2, with the number of dimensions (dim.) and the number of data points (# of
points). To evaluate the algorithms, the datasets are randomly divided into two parts of equal size.
Self-similarity joins are evaluated on one of the split datasets, while similarity joins are assessed on
both datasets.
Algorithms:We conduct comparisons between our approaches, named as SimJoin, and three state-
of-the-art methods, including approximate similarity join methods (VBase [51] and XJoin [46]), and
exact similarity join method (FGF-Hilbert [36]). (1)VBase [51] is the state-of-the-art in approximate
similarity join approaches. It executes the join algorithm by treating each data point in one dataset
as an individual range query and implements an efficient range filter by integrating it with an index
scan operator. (2) XJoin [46] is the latest approach for approximate similarity join. It employs a
learning-based technique to predict whether a data point possesses a sufficient number of join
results. Specifically, for 𝑋 Z𝜖 𝑌 , where 𝑋 is the larger dataset and 𝑌 is the smaller dataset to
join. First, XJoin is trained to predict if a query vector 𝑦𝑖 ∈ 𝑌 contains sufficient neighbors within
the 𝜖 range in 𝑋 . Second, the query vectors identified as having adequate neighbors are formed
as a new dataset 𝑌 ′. Finally, the LSH-based join algorithm is performed between 𝑋 and 𝑌 ′. As
demonstrated in [46], XJoin outperforms various LSH-based approaches. (3) FGF-Hilbert [36] is
the state-of-the-art method of exact similarity join, relying on the Epsilon Grid Order technique
and enhancing runtime efficiency by improving data locality, thereby rendering the algorithms
cache-oblivious. (4) SimJoin: our join algorithm contains Algorithm 2 for two distinct datasets and
a self-join algorithm. In the self-join algorithm, each data point inherently includes itself in the
results due to zero distance. Hence, for every data point in 𝑋 , we can initiate the sliding of the join
window starting with itself. In other words, for each data point 𝑥𝑖 ∈ 𝑋 , we can invoke Algorithm 3
via JoinSlide (𝐺, 𝑥𝑖 , 𝑥𝑖 , {𝑥𝑖 }, 𝜖,𝑤 ), where 𝐺 is proximity graph of 𝑋 . For VBase and our approach,
we use the same proximity graph, NSG [14], for comparisons in each dataset.

In the comparisons of join time, we exclude the index construction time for VBase, XJoin and
our approach as the index constructed is independent of the 𝜖 value selected. The index can be
constructed offline. We include the index construction time for FGF-Hilbert, because FGF-Hilbert
requires preprocessing and cannot reuse the same index constructed for different 𝜖 values.
We evaluate the performance of the similarity join algorithms using a single thread, and all

results are averaged over 5 runs.
Performance metrics: We focus on two metrics for evaluating the join results: average recall
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Fig. 6. 𝜖-join comparisons with current three join algorithms (Runtime v.s. Recall) when 𝜖 = 0.4 (Exp. 1)

and average precision, as detailed in Section 2. Given that the join results produced by the four
algorithms compared in our experiments are all based on exact distance comparisons, their average
precision are all 1. Therefore, our comparisons focus solely on the average recall of these algorithms.
Experimental environments: The experiments are conducted on a CentOS Linux server with
Intel(R) Xeon(R) Silver 4215 CPU @ 2.50GHz with 128GB memory. All algorithms are implemented
in C++11. The code is compiled with g++ 11.4.1 under O3 optimization.
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Fig. 7. Runtime at 0.99 average recall when vary 𝜖 (Exp. 3)

Exp. 1. Effects of the parameters in join algorithms: In this evaluation, we keep the dataset
and 𝜖 fixed at 0.4, and then adjust various parameters in different algorithms. In our join algorithms,
we modify the parameter𝑤 . In VBASE, their search algorithms are based on beam search, so we
adjust the beam width in their algorithms. For XJoin, we vary the value of 𝜏 in their algorithm, a
parameter used to identify ground-truth negative training samples, where a higher 𝜏 value can
enhance efficiency at the loss of quality. FGF-Hilbert does not have adjustable parameters and is
represented as a single point in the figures. The results are shown in Fig. 6, where lower and further
to right curves indicate better performance.

The results reveal that our algorithms outperform the three approaches significantly, achieving
higher average recall with much-reduced runtime. Moreover, the initial points of the curves for our
algorithms are notably to the right compared to the other approximate similarity join algorithms,
showcasing that our algorithms can efficiently identify nearly all join results without heavy time
cost on searches. The results further indicate that our algorithms show reduced dependency on
parameters, as evidenced by the narrower range of average recall values of our algorithms’ curves.
Exp. 2. Overall performance of 𝜖-similarity join: As shown in Table 3, our join algorithms,
denoted as SimJoin, including the 𝜖-self similarity join algorithm and the 𝜖 similarity join algorithm,
is compared to three state-of-the-art approaches when we set 𝜖 equals 0.4. Compared to VBASE,
our approach demonstrates up to 1 order of magnitude speedups in runtime with superior quality.
Specifically, SimJoin achieves speedups of 8.8x, 11.7x, 3.9x, 15.2x, 12.4x, 17.8x, 1.5x, 2.2x in self-
similarity join, and 2.6x, 13.1x, 3.0x, 5.0x, 14.7x, 4.2x, 1.7x, 3.1x in similarity join on the Rand,Gauss,
Msong, GIST, GloVe, Crawl, SIFT, Higgs datasets respectively. Compared to the state-of-the-art
method in exact similarity join, our algorithm achieves up to speedups of over 2 orders of magnitude
in runtime while maintaining an average loss of less than 1% in join results. We further present
the ratio of the runtime of the join window order selection to the total runtime of SimJoin on
𝜖-similarity join, denoted as “pre-ratio” in Table 3, to provide the time breakdown of our algorithm.
The time of our join window order selection for many datasets, such as Rand in the first row, is
notably less than 1ms. To ensure precise reporting of such times, we conducted the join window
selection algorithm 100 times, and reported the average time. The results indicate that the order
selection phase constitutes a negligible portion of the total time of our SimJoin.
Exp. 3. Vary the value of 𝜖: In this experiment, we vary the value of 𝜖 to compare the runtime
of different algorithms when achieving an average recall of 0.99. The results are shown in Fig. 7,
which does not include XJoin, as it cannot achieve 0.99 recall in either the Crawl or Higgs datasets.
We use nSelectivity to denote the average number of join results for each data point in a dataset,
defined as the value of |𝑋 | multiplied by the selectivity of the join operation, i.e., the nSelectivity
of the join operation 𝑋 Z 𝑌 is given by |𝑋 | · |𝑋Z𝑌 ||𝑋×𝑌 | .
The results in the figures indicate that the runtime of our algorithms increases linearly with

the value of nSelectivity, demonstrating good scalability as the number of join results increases.

Proc. ACM Manag. Data, Vol. 3, No. 3 (SIGMOD), Article 158. Publication date: June 2025.



Fast Approximate Similarity Join in Vector Databases 158:21

0.9 0.95 1
Average recall

102

103

104

Ru
nt

im
e 

(s
)

VBASE XJoin FGF-Hilbert SimJoin

0.9 0.95 1
Average recall

107

108

109

ND
C

(a) Crawl (self join)

0.9 0.95 1
Average recall

109

1010

1011

ND
C

(b) Higgs (self join)

0.9 0.95 1
Average recall

107

108

109

ND
C

(c) Crawl (join)

0.9 0.95 1
Average recall

109

1010

1011

ND
C

(d) Higgs (join)

Fig. 8. NDC v.s. Recall when 𝜖 = 0.4 (Exp. 4)
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Fig. 11. 𝜖-join by different proximity graphs (Exp. 7)

Besides, our join algorithms consistently remain much shorter than that of VBASE and FGF-Hilbert
across different values of 𝜖 .
Exp. 4. Number of distance computations during join: In this part, we conduct experiments to
compare our approach with others based on a new metric, the number of distance computations
(NDC), usingCrawl andHiggs datasets. As shown in Fig. 8, our approach has a notable enhancement
in terms of NDC over the existing state-of-the-art approaches, consistent with the results of Exp. 2.
Exp. 5. Join between base and query data: In this part, we use the base data and query data as
two separate datasets for join. We evaluate our approach against three other approaches using SIFT
and GIST datasets sourced from the ANN benchmark1. The results, shown in Fig. 9, demonstrate
that, akin to the findings in Exp. 2, our approach significantly outperforms the existing methods.
Exp. 6. Vary the size of datasets for join: To evaluate the scalability of our proposed SimJoin
method, we conduct experiments on SIFT and GIST datasets by (i) varying the size of dataset (|𝑋 |)
1https://ann-benchmarks.com/
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from 500 to 500, 000 in self join, (ii) varying the size of base data (|𝑋 |) from 500 to 500, 000 while
keeping the size of the query data (|𝑌 |) as 500, and (iii) varying the size of the query data (|𝑌 |) from
500 to 500, 000 while keeping the size of the base data (|𝑋 |) constant as 500, 000. The results of
runtime at 0.99 average recall are shown in Fig. 10. Notably, the runtime shows a linear increase or
a slower rate of growth in comparison to the expansion of the dataset size, which validates that our
method exhibits strong scalability when either the base data or query data size expands.
Exp. 7. Comparisons using different proximity graphs: Existing proximity graph indexes
for 𝑘-ANN searches can seamlessly integrate with our join algorithm. Here, we compare three
state-of-the-art proximity graph index methods for 𝜖-similarity joins on Crawl and GIST datasets
when 𝜖 = 0.4. As shown in Fig. 11, HNSW does not performwell due to higher edge distances, which
impacts adjacency quality according to the analysis in Theorem 5.1. The higher edge distances in
HNSW are because it is built via incremental insertion, which means candidate neighbors are only
selected among previously inserted nodes. Vamana and NSG exhibit similar performance, since
they differ mainly in pruning strategies that affect a small edge subset in the graph.
Exp. 8. Comparisons among join window order determination algorithms: We compare
our two advanced join window order determination algorithms: MST + WindowOrder-Sort (Al-
gorithms 4+5) and WindowOrder-𝜖 (Algorithms 4+5, with line 2 in Algorithm 5 replaced by an
approximate max𝑇 -range query), against the baseline algorithm BaseMST. The details of all these
algorithms are provided in Section 6.2.
The runtime of the three algorithms is shown in Fig. 12. We can find that it is essential to

accelerate the running time of the baseline approach, as it consumes a significant portion of the
total runtime. For example, in GloVe dataset, the runtime of the baseline approach for determining
the join window order is 4.4s, which accounts for over 20% of the total join processing time. For
the two advanced algorithms,MST step can be completed offline before the join operation. Even
with this preprocessing, the advanced algorithms outperform the baseline by more than 1 order
of magnitude in runtime. Moreover,WindowOrder-Sort andWindowOrder-𝜖 are faster than the
baseline by over 2 and 3 orders of magnitude, respectively. The join costs for BaseMST and MST +
WindowOrder-Sort are the same, while the difference in join costs betweenMST +WindowOrder-𝜖
and the others are less than 0.01% across all datasets.
Exp. 9. Comparisons in 𝑘-similarity join: We evaluate our 𝑘-similarity join algorithm by
comparing it to VBase. Although VBase does not directly support 𝑘-similarity join, we utilized their
𝑘-nearest neighbor search to facilitate the join by treating each data point in the smaller dataset
as a query point, following a similar method to their 𝜖-similarity join. The results on Crawl and
Higgs datasets are depicted in Fig. 13, showcasing that the runtime of our algorithm is significantly
lower than VBase’s while achieving similar or even better average recall.
Exp. 10. Indexmaintenance comparisons:We follow the experimental setup of FreshDiskANN [40]
to evaluate our algorithms for index maintenance on Crawl and Higgs datasets. For insertion, we
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Fig. 13. 𝑘-similarity join comparisons when 𝑘 = 10 (Exp. 9)

Table 4. NSG index maintenance comparisons (Exp. 10)

Dataset global rebuilding FreshDiskANN 𝑘-similarity join
peak memory time (s) peak memory time (s) peak memory time (s)

Rand 430.72 MB 129.624 274.64 MB 37.3372 249.95 MB 33.3368
Gauss 419.21 MB 131.991 166.51 MB 29.9972 167.75 MB 29.2273
Msong 3.9465 GB 2632.23 1.6452 GB 343.617 1.6432 GB 327.254
GIST 9.0220 GB 6632.01 5.5203 GB 960.500 5.5196 GB 906.157
GloVe 4.2359 GB 958.089 1.1092 GB 875.349 1.0849 GB 864.672
Crawl 7.3334 GB 1963.67 2.4671 GB 674.069 2.4202 GB 585.061
SIFT 17.257 GB 3269.74 8.1037 GB 1989.38 8.0456 GB 1825.94
Higgs 22.394 GB 2961.66 4.7927 GB 769.701 4.7922 GB 744.140

divide the original dataset into two parts with equal size. One part is used for the initial index
construction, and the other part is used for insertion; for deletion, we randomly select points for
removal following FreshDiskANN. Specifically, we randomly remove 10% of data points from one
part of the dataset and then insert the same number of data points from the other part. Our algo-
rithm is compared to (i) an approach based on global rebuilding, where the index is rebuilt globally
after the complete deletion and insertion process; and (ii) FreshDiskANN [40], the state-of-the-art
graph-based index maintenance approach. Our algorithm and FreshDiskANN utilize only one
thread for supporting maintenance, while global rebuilding employs all available threads in the
servers for processing. The comparisons are based on the NSG graph index, where the reported
times include the index rebuilding time for global rebuilding and the total time taken for index
merging during data point insertion and batch updates for data point deletion in FreshDiskANN
and our algorithms.
Regarding the global rebuilding, the results, as depicted in Table 4, show that our maintenance

algorithms achieve significantly higher efficiency and smaller peak memory. And Fig. 14 shows
that our final graph index is even better than that of global rebuilding, attributed to the higher
quality of the k-nearest neighbors of each data point in our algorithms compared to NN-descent.
For FreshDiskANN, although it has comparable memory usage and processing time to ours, in

terms of the quality of the index maintained, our approach outperforms FreshDiskANN, as shown
in Fig. 14, because FreshDiskANN focuses on delta changes within the index to be maintained.

9 Related Work
Many works focus on exact high-dimensional similarity joins, including 𝜖-similarity join [7, 9,
25, 36, 39] and 𝑘-NN join [8, 48]. However, the so-called high dimension may be different from
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time to time. Most of these works [8, 25, 39, 48] consider dimensions around 40 as high, whereas
current vector databases often feature significantly more dimensions, e.g., the number of dimensions
in GIST is 960. Among them, the state-of-the-art methods for exact high-dimensional similarity
join [22, 23, 29, 31, 36] involve two steps: filtering and refinement. In the filtering step, candidate
pairs of vectors that might be part of the final join results are selected through indexing or sorting.
In the refinement step, the exact distance between candidate pairs of two vectors is computed.
Filtering using index structures, such as R-trees [9], to support the join predicate can be costly in
index construction. Therefore, these approaches opt to sort the dataset based on a function that
supports the join predicate, for example, Epsilon Grid Order [7].

In the realm of approximate high-dimensional similarity search, existing approaches treat each
data point in a dataset as an individual approximate 𝜖-range query. These queries are then supported
by a locality-sensitive hashing (LSH) based index [4, 20, 27, 37, 46, 49, 50] or a proximity graph
index [44, 51]. At a high level, LSH-based approaches support approximate similarity joins by
following three steps: (i) first projecting each vector into a hash value; (ii) next executing an
equi-join on the pairs that collide under the same hash value to establish candidate join results; (iii)
finally, exact distance computations are conducted to derive the final join results. Therefore, the
effectiveness of these approaches heavily relies on the hash functions in step (i), i.e., mapping similar
vectors to the same hash value, which is also the key factor that highly impacts the performance
in LSH-based methods for approximate nearest neighbor search. However, different to recent
graph [34, 47] and partition [10, 16, 18] based approaches, LSH-based approaches do not take data
distribution into consideration, which often leads to a significant performance decline in real-world
datasets [45], where data is unevenly distributed data.

10 Conclusion
In this paper, we introduce a novel join algorithm designed to support approximate similarity joins
in high-dimensional spaces. Our approach leverages the intrinsic properties of the join operation,
utilizing results from processed data points to expedite the entire join process. Our extensive
experiments demonstrate that our proposed join algorithm outperforms all existing state-of-the-art
methods for approximate similarity joins by up to one order of magnitude with superior quality of
join results. Our future work will focus on developing a distributed algorithm based on our current
approach to offer a more scalable approximate similarity join method.
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