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Abstract
Approximate nearest neighbor (ANN) searches are commonly em-
ployed in various machine learning applications, such as recom-
mendation systems, but traditional ANN searches typically involve
only a single reference vector in a query. To broaden the capabil-
ities of ANN search and support multi-reference-vector queries,
thereby enabling a wider range of machine learning applications,
we introduce all/any-𝑘 ANN search. They aim to find vectors that
are similar to all or any of the multi-reference vectors in a query,
respectively. To effectively and efficiently support all/any-𝑘 ANN
search, we first propose distance metrics to evaluate the ranking of
vectors among those in the dataset for exact all/any-𝑘 NN. Build-
ing on this, we introduce search algorithms and prove they can
search according to the proposed distance metrics on graph indexes
designed for traditional ANN. Additionally, we further introduce
two-stage search algorithms for all/any-𝑘 ANN search to further en-
hance their search performance. We conduct extensive experiments
on real-world datasets to validate the efficiency and effectiveness
of our proposed algorithms compared to existing approaches.

CCS Concepts
• Information systems→ Information retrieval query pro-
cessing.
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1 Introduction
In the evolving landscape of machine learning models, different
data types can be transformed into vector representations, such
as text [31], images [33], audio [3], and graphs [17], enabling real-
world applications to conduct queries within vector spaces. Thus,
the ability to perform vector queries on high-dimensional vectors
is essential for contemporary machine learning applications, like
retrieval augmented generation [5, 21, 22], web search [6, 11, 28],
recommendation systems [32, 37], and passage search [23]. Tra-
ditional vector queries involve a single-reference vector in each
query, representing an item, and aim to identify similar items to it.
That is, given a single-reference vector 𝑞, the query aims to find
the 𝑘-approximate nearest neighbors (𝑘-ANN) of 𝑞, i.e., the 𝑘-ANN
are located within a small-radius ball centered at 𝑞.

In real-world machine learning applications [9, 19, 26, 38, 43, 53],
multi-reference vectors are often required in a query to consider
distances from target vectors to all reference vectors. For example,
vectors of embeddings can be used in digital curation to identify
overlaps in different styles of painting [26]. Specifically, curating a
gallery with two painting styles requires identifying paintings that
bridge the stylistic gap for a smoother transition by placing them
between the two. Essentially, here, the goal is to find paintings that
are similar to both given styles. Another scenario where finding
objects similar to all query objects is when dealing with perturbed
versions of an object as query vectors. It can locate the original
object within the dataset by finding objects that are similar to all
query objects [38]. Furthermore, there is another requirement in
the applications: finding objects that are similar to any of the query
objects. For instance, in a recommendation system, it supports
increasing the items as a reference to avoid over-recommending
homogeneous items [43]. Here, finding objects similar to any of the
query objects can offer a wider array of choices during searches.

Therefore, to enhance 𝑘-ANN search beyond a single-reference
vector, we propose multi-reference vector search in terms of finding
objects similar to all/any of the query objects. Formally, given a
query 𝑞 = [𝑞1, · · · , 𝑞𝑚] with𝑚 query vectors 𝑞𝑖 ∈ R𝑑 and a dataset
𝐷 ⊂ R𝑑 , all-𝑘 ANN search aims to find vectors in 𝐷 similar to all
query vectors, i.e., within the intersection of balls with a small radius
centered at the𝑚 query vectors. Conversely, any-𝑘 ANN searches
aim to find vectors in𝐷 similar to any of the given query vectors, i.e.,
within the union of balls with a small radius centered at the𝑚 query
vectors. To illustrate the concepts more vividly, as depicted in Fig. 1,
we conduct case studies using Recipe dataset [30, 36], in which

https://orcid.org/0000-0003-4535-8359
https://orcid.org/0009-0004-4358-1957
https://orcid.org/0009-0004-1210-4672
https://orcid.org/0000-0002-9738-827X
https://orcid.org/0000-0002-3743-5249
https://doi.org/10.1145/3774904.3792208
https://github.com/Xiejiadong/Multi-Vector-Queries
https://github.com/Xiejiadong/Multi-Vector-Queries
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3774904.3792208


WWW ’26, April 13–17, 2026, Dubai, United Arab Emirates Jiadong Xie, Jeffrey Liang, Siyi Teng, Jeffrey Xu Yu, and Yingfan Liu

Input
Im

ag
e

In
gr

ed
ie

nt
s

Output: All 𝟐-NN Output: Any 𝟐-NN

1. 1/4 Daikon radish
……
3. Boiled eggs
……

1. 500 grams Pork belly block
……
3. 5 pieces Ginger 
……
10. 1 Daikon radish

1. 400 grams Pork belly
2. 4 Boiled eggs
3. 15 cm long piece Daikon 
radish 
……

1. 500 grams to 1 kg Pork 
belly block
2. 4 or more Eggs
3. 1 piece Ginger
……

1. 1 kg Pork belly block
……
3. 2/3 Daikon radish
……

……
3. 5 Boiled eggs
……

Im
ag

e

1. 2 pounds ground pork
......
3. 1/2 red onion, chopped
4. 1/2 green or red bell pepper
……

1. 6 cups strong brewed coffee
……
3. 3 cups skim milk
……

1. 9 cup strong brewed coffee
……
5. 2 pork tenderloin, trimmed
……

1. 1 cup chopped onion
2. 2 red bell pepper, chopped
......
9. 1 cup strong brewed coffee
......

1. 2 pounds ground pork
……
3. 1/2 green or red bell pepper, 
chopped
……

1. 1 cup skim milk
……
3. 12 cups strong brewed 
coffee

Figure 1: Case Studies of All/Any-2 NN on Recipe Dataset

vectors are embeddings generated from an encoder for each recipe
modality (ingredients, instructions, and images). Two recipes from
the dataset serve as references, with the objective being to identify
recipes in the dataset that are similar to all or any of the reference
vectors. In the first example, both input recipes are dishes featuring
eggs and pork. The all-2 NN results comprise most ingredients from
both recipes, whereas the any-2 NN results resemble at least one
of the input recipes, and all retrieval results are similar types of
dish. In the second case, we input two vastly different recipes: a
hamburger and a coffee. The all-2 NN retrieved from the dataset
seems to differ from the input recipes, a barbecue and a soup, but
ingredients reveal overlaps with both inputs. Conversely, the any-2
NN results are close to one of the input recipes. While the input
query vectors may appear distant from each other, the all/any-𝑘
ANN queries have the potential to reveal relationships between the
vectors in the input.

In the literature, numerous approaches have studied ANN search
over multi-attribute data by representing each attribute of an item
as a separate vector and then amalgamating these vectors into a sin-
gle reference vector for search [8, 19, 41, 46, 47, 51–54]. To achieve
high efficiency without constructing additional indexes for search,
these approaches typically avoid performing ANN search directly
on the entire combined vector of a query. Instead, they partition the
query’s reference vector back into its attribute-specific components,
conduct individual 𝑘′-ANN searches for each component, and fi-
nally merge the partial results to obtain the overall 𝑘-ANN. Inspired
by these approaches, we aim to adapt their methods to our problem.
Specifically, we initially acquire the 𝑘′-ANN R𝑖 for every vector
𝑞𝑖 ∈ 𝑞. Next, we consider selecting the top-𝑘 vectors from

⋃𝑚
𝑖=1 R𝑖

as the final all/any-𝑘 ANN. However, a notable issue of this method
lies in determining the optimal value of 𝑘′ for each query vector to
find all/any-𝑘 ANN. For all-𝑘 ANN search, setting a small value of
𝑘′ can lead to suboptimal final results. This is because all-1 NN may
not be proximate to any of the query vectors, e.g., it may reside in
a region at the centroid of the query vectors. Conversely, setting
a large value of 𝑘′ to each query vector will compromise search

efficiency. For any-𝑘 ANN search, the value of 𝑘′ required for each
vector is typically smaller than or equal to 𝑘 and varies in different
query vectors. But without prior knowledge, it is difficult to set the
optimal 𝑘′ for each vector to obtain the final any-𝑘 ANN search,
and the suboptimal choices of 𝑘′ can hamper search efficiency by
traversing the examination of unnecessary vectors in any-𝑘 ANN
search. In our problem of all/any-𝑘 ANN search, the vectors in the
query are located in the same vector representation space. This
enables us to consider introducing a search algorithm where the
search is concurrently guided under all query vectors to identify
the all/any-𝑘 ANN results, rather than conducting 𝑘′-ANN searches
separately on each vector and then merging the results.

The main contributions of this work are summarized below. ➊
We introduce two distance metrics for evaluating the ranking of
each vector within the dataset for both all and any-𝑘 NN. Next,
we prove that these two distance metrics are applicable to be used
in the search within the current graph index designed for 𝑘-ANN
search. This leads us to propose search algorithms for all and any-
𝑘 ANN, where the search can be simultaneously guided by all
query vectors using the proposed distance metrics. ➋ We further
decouple the two steps in our proposed search algorithm, i.e., the
algorithm first approaches the target region and then gradually
moves away from it to complete the search process. For all-𝑘 ANN
search, we present a novel approach involving first calculating a
vector, then using it as the query vector for 1-ANN search to reach
the target region. This can reduce the time required for the first
step by reducing the distance computation time. For any-𝑘 ANN
search, the target region may not be continuous in space. Hence, we
propose to perform a 1-ANN search of each query vector in the first
step to identify all target regions for enhancing the effectiveness.
While the second step of our algorithms remains unchanged, it
starts the search using the vectors obtained from the first step. ➌
We conduct extensive experiments using datasets of real-world
applications, which validate that our approaches are effective and
efficient over existing approaches.
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Figure 2: An Example of All/Any-𝑘 NN
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Figure 3: Illustra-
tion of MEB

2 Preliminaries
Let 𝐷 ⊂ R𝑑 be a high-dimensional dataset consisting of 𝑛 𝑑-
dimensional vectors. We denote the L2 norm (i.e., Euclidean dis-
tance) between two vectors 𝑢, 𝑣 ∈ R𝑑 as 𝛿 (𝑢, 𝑣). For a given query
vector 𝑞, the 𝑘-nearest neighbor (𝑘-NN) search aims to find the 𝑘
vectors in 𝐷 with the minimum distances from 𝑞. Alternatively, we
can define 𝑘-NN search by considering a ball centered at the query
vector. That is, 𝑘-NN search obtains the 𝑘 nearest neighbors R by
finding a ball 𝐵(𝑞, 𝑟★) centered at the query 𝑞 with the smallest
radius 𝑟★ that contains 𝑘 vectors in the dataset 𝐷 . Here, 𝑟★ is also
the 𝑘-th smallest distance between a vector in 𝐷 and query vector
𝑞. Formally, we define it as follows.

Definition 2.1:[𝑘-NN] Given a dataset 𝐷 and a query vector 𝑞,
the set of 𝑘-NN of 𝑞 is R =

{
𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞) ≤ 𝑟★

}
, where 𝑟★ =

arg min𝑟 𝑟 s.t. | {𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞) ≤ 𝑟 } | ≥ 𝑘 .

With multi-vector query 𝑞 = [𝑞1, · · · , 𝑞𝑚], where 𝑞𝑖 ∈ R𝑑 for
𝑖 ∈ {1, ..,𝑚}, the definition of 𝑘-NN can be expanded by associating
𝑚 balls 𝐵𝑖 (𝑞𝑖 , 𝑟 ) centered at each query vector 𝑞𝑖 . We consider two
types of searches onmulti-vector queries: all and any-𝑘 NN queries,
focusing on the intersection and union of𝑚 balls, respectively. For
example, as depicted in Fig. 2, dataset𝐷 contains 7 vectors𝑢1, . . . , 𝑢7,
and the query 𝑞 consists of three vectors 𝑞1, 𝑞2, and 𝑞3. The all-2
NN of 𝑞 are 𝑢1 and 𝑢4, illustrated in Fig. 2(a), located within the
intersection of the balls centered at 𝑞1, 𝑞2, and 𝑞3 with the smallest
radius. On the other hand, the any-4 NN of 𝑞 are 𝑢2, 𝑢3, 𝑢4, and 𝑢5,
as shown in Fig. 2(b), within the union of balls centered at 𝑞1, 𝑞2,
and 𝑞3 with the smallest radius. It is important to note that 𝑢1 is
excluded from the union of the three balls since it lies at around
the centroid of the balls, which is not included in any ball.

Formally, we present the definitions of all/any-𝑘 NN as follows.

Definition 2.2:[All-𝑘 NN] Given a dataset 𝐷 and a query of 𝑚
vectors 𝑞 = [𝑞1, · · · , 𝑞𝑚], the set of all-𝑘 NN of 𝑞 is

R∀
𝑟★

=

𝑚⋂
𝑖=1

{
𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★

}
,

where 𝑟★ = arg min𝑟 𝑟 s.t.
��⋂𝑚

𝑖=1 {𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟 }
�� ≥ 𝑘 .

Definition 2.3:[Any-𝑘 NN] Given a dataset 𝐷 and a query of𝑚
vectors 𝑞 = [𝑞1, · · · , 𝑞𝑚], the set of any-𝑘 NN of 𝑞 is

R∃
𝑟★

=

𝑚⋃
𝑖=1

{
𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★

}
,

where 𝑟★ = arg min𝑟 𝑟 s.t.
��⋃𝑚

𝑖=1 {𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟 }
�� ≥ 𝑘 .

As the exact 𝑘-NN search is time-consuming [25, 27, 40, 42] due
to the curse of dimensionality [20], in this paper, we study the
all/any-𝑘 approximate nearest neighbor (𝑘 ANN) search, and

its quality is measured by the recall. Here, let 𝐷𝐺 be the ground-
truth vector set, and 𝐷𝑅 be the set found by an all/any-𝑘 ANN
search algorithm, 𝑟𝑒𝑐𝑎𝑙𝑙@𝑘 is defined as |𝐷𝐺 ∩ 𝐷𝑅 |/𝑘 .

The state-of-the-art approaches for 𝑘-ANN search are to con-
struct a proximity graph (PG) [13, 14, 27, 29, 34, 35, 45, 48, 49].
Here, a proximity graph is a directed graph 𝐺 = (𝑉 , 𝐸), where
𝑣𝑖 ∈ 𝑉 represents a unique vector 𝑣𝑖 ∈ 𝐷 , and an edge, (𝑣𝑖 , 𝑣 𝑗 ), in
𝐸 represents that two vectors are close to each other based on the
distance function 𝛿 (𝑣𝑖 , 𝑣 𝑗 ), or precisely 𝑣 𝑗 is one of the 𝑘-NN of 𝑣𝑖 .
The search algorithm on the proximity graph, named beam search,
starts its exploration from a designated entry node or randomly
chosen nodes. It maintains a queue of 𝑤 nodes with the current
smallest distance to the query vector, where𝑤 is a given parameter,
called beam width. Through iterative explorations, i.e., it explores
the neighbors of the nodes in the queue each time, it seeks nodes
closer to 𝑞. The algorithm terminates when no closer neighbors to
𝑞 are found among the nodes in the queue.

3 Baseline Approaches and Limitations
Many approaches focus on ANN search for multiple attributes by
amalgamating vectors from different attributes of an item into a
single-reference vector for search [19, 41, 52–54]. Their approach
involves dividing the single-reference vector in a query, then exe-
cuting separate 𝑘-ANN queries for each divided vector and com-
bining their results to obtain the final results. We consider adapt-
ing their methods to our problem as a baseline algorithm. Specif-
ically, let R𝑖 denote the 𝑘-ANN result of query vector 𝑞𝑖 , it deter-
mines the 𝑟★ among the R̄ =

⋃𝑚
𝑖=1 R𝑖 , i.e., for all-𝑘 ANN, 𝑟★ is the

smallest value such that
��{𝑢 ∈ R̄ |∀𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★}

�� ≥
𝑘 ; and for any-𝑘 ANN, 𝑟★ is the smallest value such that��{𝑢 ∈ R̄ |∃𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★}

�� ≥ 𝑘 .
Although it can be proved that it guarantees finding the any-𝑘

NN of the query when the 𝑘-ANN retrieval is exact for each query
𝑞𝑖 (details are shown in Appendix), it may miss true results for the
all-𝑘 NN query. This is because some of the all-𝑘 NN might not be
included in 𝑘-NN of any query vector 𝑞𝑖 . For example, consider the
case illustrated in Fig. 2, where a query contains three vectors 𝑞1, 𝑞2,
and 𝑞3. When the query is an all-2 ANN search, it retrieves {𝑢2, 𝑢3},
{𝑢5, 𝑢6}, and {𝑢4, 𝑢6} as the 2-NN for 𝑞1, 𝑞2, and 𝑞3 respectively, as
these are their respective 2-NN vectors. In this case, the all-1 NN,
𝑢1, of the query 𝑞 = [𝑞1, 𝑞2, 𝑞3] will be missed in the final output.

To address this issue, we further utilize the iterative merging
method fromMilvus [41]. That is, the 𝑘′-ANN search performs with
an adaptive 𝑘′ for each query vector 𝑞𝑖 , and starting with 𝑘′ = 𝑘 .
At each time, the algorithm doubles 𝑘′ iteratively until the vectors
in the final result set are included in all the 𝑘′-ANN of every query
vector 𝑞𝑖 , i.e., if R̄∀ = {𝑢 ∈ R̄ |∀𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★} with
the smallest 𝑟★ is the final result set, then the algorithm terminates
when∀𝑖 ∈ {1, · · · ,𝑚}, R̄∀ ⊆ R𝑖 . For example, recalling the example
shown in Fig. 2, 𝑘′ = 𝑘 = 2 initially, and it retrieves {𝑢2, 𝑢3},
{𝑢5, 𝑢6}, and {𝑢4, 𝑢6} as the 2-ANN for 𝑞1, 𝑞2, and 𝑞3 respectively,
and determine an smallest 𝑟★ such that final results are 𝑢6 and 𝑢4.
However, given that neither of them is included in all 2-ANN sets of
each query vector, the algorithm doubles 𝑘′ to 4. Next, it retrieves
{𝑢2, 𝑢3, 𝑢1, 𝑢4}, {𝑢5, 𝑢6, 𝑢1, 𝑢4}, and {𝑢4, 𝑢6, 𝑢1, 𝑢7} as the 4-ANN for
𝑞1, 𝑞2, and 𝑞3 respectively, culminating in the final results {𝑢1, 𝑢4}.
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Hence, the algorithm finds {𝑢1, 𝑢4} as the all-2 ANN, as both of
them are in all 4-ANN sets of each query vector. It can be proved
that, the final result set R̄∀ is guaranteed to be the all-𝑘 NN of
query vectors 𝑞 = [𝑞1, · · · , 𝑞𝑚], when the 𝑘′-ANN retrieval is exact
for each query 𝑞𝑖 , the details are shown in Appendix.
The Optimal 𝑘′ Setting Issues: It is still inefficient in practice
for both all and any-𝑘 ANN search. ➊ Although the algorithm
ensures accuracy in retrieving results for all-𝑘 ANN, it tends to
be inefficient in practice. It is because, for optimal performance,
the iterative merging approach must initially establish an optimal
value, 𝑘′, to obviate the need for iterative doubling. Otherwise, the
iterative doubling of 𝑘′ necessitates repeated 𝑘′-ANN searches on
each query vector, leading to decreased efficiency. However, deter-
mining the ideal 𝑘′ value before the search operation requires prior
knowledge, making it difficult to determine the optimal value of 𝑘′.
➋ Conducting a separate 𝑘-ANN search on each query vector for
any-𝑘 ANN may also lose some efficiency in practice. For example,
in Fig. 2, the any-4 NN of query 𝑞 = [𝑞1, 𝑞2, 𝑞3] are 𝑢2, 𝑢3, 𝑢4, 𝑢5, i.e.,
2-NN of 𝑞1, 1-NN of 𝑞2 and 𝑞3. Thus, it may be possible to identify
a 𝑘′ < 𝑘 such that performing 𝑘′-ANN searches for each query
vector is adequate for acquiring the any-𝑘 ANN. Even more, the
optimal 𝑘′ value may vary for distinct query vectors. Therefore, it
is inefficient to retrieve the complete 𝑘-ANN for every query vector
in order to obtain the final results of any-𝑘 ANN search.

4 Distance Metrics and Search Algorithms
To address the optimal 𝑘′ setting issue presented in the previous
section for all/any-𝑘 ANN search, we aim to eliminate conducting
individual 𝑘′-ANN searches for each query vector. Instead, we
consider performing a global search for all and any-𝑘 ANN.

To achieve this, we introduce two distance metrics to assess
the ranking of each vector among those in the dataset for all/any-
𝑘 NN, and prove that they are suitable for search based on the
proximity graphs. This allows us to employ the beam search on
graph indexes designed for 𝑘-ANN search by simply switching the
distance metrics for executing all and any-𝑘 ANN searches.
Distance Metrics of Vectors in Dataset: Reducing the value of
𝑟★ leads to a reduced 𝑘 for all/any-𝑘 NN. In other words, increasing
𝑟★ enlarges the size of balls centered at each query vector, thereby
expanding their intersections and unions, i.e., enlarging the size of
R∀
𝑟★

and R∃
𝑟★
. Hence, the ranking of each vector in all/any-𝑘 NN

is determined by their appearance order in the intersections and
unions of balls when the value of 𝑟★ increases from 0. Thus, we
select the minimum value of 𝑟★ that includes each vector in R∀

𝑟★

or R∃
𝑟★

to determine its rank in all/any-𝑘 NN, i.e., a vector with a
smaller 𝑟★ value means it appears earlier and has a higher ranking.

This smallest value of 𝑟★ for a vector 𝑢, named all/any-radius
and denoted as ¤𝑟★(𝑢), equals to arg min𝑟 𝑟 s.t. 𝑢 ∈ R∀𝑟 for all-𝑘 NN
(or arg min𝑟 𝑟 s.t. 𝑢 ∈ R∃𝑟 for any-𝑘 NN). To calculate all/any-radius
for determining vectors’ rank, we rely on the following theorem.

Theorem 4.1: Given a dataset 𝐷 , for a vector 𝑢 ∈ 𝐷 , its all-radius
¤𝑟★(𝑢) equals to max𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢), and its any-radius ¤𝑟★(𝑢)
equals to min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢).
Proof Sketch: For all-radius of 𝑢, let 𝑟 ′ = max𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢).
For all 𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑞𝑖 , 𝑢) ≤ 𝑟 ′, implying 𝑢 ∈ R∀

𝑟 ′ . As ¤𝑟
★(𝑢) =

arg min𝑟 𝑟 s.t. 𝑢 ∈ R∀𝑟 by definition, it follows that 𝑟 ′ ≥ ¤𝑟★(𝑢). Con-
versely, ¤𝑟★(𝑢) = arg min𝑟 𝑟 s.t.𝑢 ∈ R∀𝑟 , hence for all 𝑖 ∈ {1, · · · ,𝑚},
𝛿 (𝑞𝑖 , 𝑢) ≤ ¤𝑟★(𝑢), indicating ¤𝑟★(𝑢) ≥ max𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢). Thus,
the equality ¤𝑟★(𝑢) = max𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢) is upheld.

For any-radius of 𝑢, let 𝑟 ′ = min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢). There exists
one 𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑞𝑖 , 𝑢) = 𝑟 ′, implying 𝑢 ∈ R∃

𝑟 ′ . As ¤𝑟
★(𝑢) =

arg min𝑟 𝑟 s.t. 𝑢 ∈ R∃𝑟 by definition, it follows that 𝑟 ′ ≥ ¤𝑟★(𝑢).
Conversely, ¤𝑟★(𝑢) = arg min𝑟 𝑟 s.t. 𝑢 ∈ R∃𝑟 , hence ∃𝑖 ∈ {1, · · · ,𝑚},
𝛿 (𝑞𝑖 , 𝑢) ≤ ¤𝑟★(𝑢), indicating ¤𝑟★(𝑢) ≥ min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢). There-
fore, ¤𝑟★(𝑢) = min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢) is upheld. □

Leveraging the above theorem, we can first compute 𝛿 (𝑞𝑖 , 𝑢)
for every query vector 𝑞𝑖 in the query 𝑞 in 𝑂 (𝑑) time, and then
aggregate them to calculate the all/any-radius. Therefore, for each
vector in the dataset, it needs a time complexity of 𝑂 (𝑚 · 𝑑) .

The beam search excels in performance on proximity graphs for
𝑘-ANN search due to the following two reasons [27, 34, 42, 48, 49,
52]. ➊ Since the Euclidean distances adhere to the triangle inequal-
ity, for a node 𝑢 and its neighbor 𝑣 in the proximity graph and a
query vector𝑞, we have 𝛿 (𝑞,𝑢)−𝛿 (𝑢, 𝑣) ≤ 𝛿 (𝑞, 𝑣) ≤ 𝛿 (𝑞,𝑢)+𝛿 (𝑢, 𝑣),
which implies that the neighbors of a node might be closer to the
query than the current node. Hence, we can iteratively explore the
neighbors to approach the region of the 𝑘-NN of the query vector.
➋ When a vector is one of the 𝑘-NN, the vectors represented by the
neighbors of its corresponding nodes in the proximity graph have
a high probability of also being 𝑘-NN. Hence, we can continuously
explore the 𝑘-NN of the query vector, once we enter the region of
the 𝑘-NN of the query vector, i.e., already finding at least one of
the 𝑘-NN of the query vector.

Therefore, as follows, we demonstrate that the all/any-radius also
exhibits these two properties, proving its suitability as a distance
metric in beam search to search on proximity graphs.

We first prove that the neighbors of a node in the proximity
graph have the potential to have a smaller all/any-radius compared
to the current node, which aids in iteratively navigating the search
towards the target region, i.e., the region contains all/any-𝑘 NN.

Theorem 4.2: For two vectors𝑢, 𝑣 ∈ R𝑑 , their all/any-radius satisfies
¤𝑟★(𝑣) − 𝛿 (𝑢, 𝑣) ≤ ¤𝑟★(𝑢) ≤ ¤𝑟★(𝑣) + 𝛿 (𝑢, 𝑣).

The proof is omitted here, which is included in Appendix.
According to Theorem 4.2, utilizing the all/any-radius as the

distancemetric holds the same potential as using Euclidean distance,
suggesting that the neighbors of a node in the proximity graph
might be closer to the query. Moreover, based on Theorem 4.2, we
have

��¤𝑟★(𝑢) − ¤𝑟★(𝑣)�� ≤ 𝛿 (𝑢, 𝑣) for any two vectors 𝑢, 𝑣 ∈ 𝐷 . Thus,
if node 𝑢 is among the all/any 𝑘-NN of a query, a neighbor 𝑣 of 𝑢
in the proximity graph has a higher probability of also being one
of the all/any 𝑘-NN compared to other nodes in the dataset. It is
because the neighbors of node 𝑢 are the closest vectors in dataset.

Thus, we have shown that the all/any-radius serves as a suit-
able distance metric in the beam search conducted on proximity
graphs. Building on this insight, we introduce our search algorithm,
named RadiusSearch. Similar to beam search, it maintains a queue
containing𝑤 nodes. Through iterative exploration, it explores the
neighbors of nodes in the queue to identify those with a smaller
value of all/any-radius. The details of our search algorithm are
shown in Algorithm 1. Initially, it selects a node 𝑢 in 𝐺 and inserts
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Algorithm 1: RadiusSearch (𝐺,𝑞, 𝑘,𝑤 )
Input : a PG𝐺 , a query 𝑞 = [𝑞1, 𝑞2, · · · , 𝑞𝑚 ], 𝑘 for top-𝑘 , and

beam width 𝑤

Output : all/any-𝑘 ANN of 𝑞
Select a node 𝑢 ∈ 𝐺 to insert into the set 𝑆 ;1

while there exists an unvisited node in 𝑆 do2

𝑢 ← the unvisited node with smallest value of ¤𝑟★ ( ·) of 𝑞 in 𝑆 ;3

Mark 𝑢 visited;4

for each unvisited 𝑣 of (𝑢, 𝑣) ∈ 𝐺 that is not in 𝑆 do5

Insert 𝑣 into 𝑆 ;6

while |𝑆 | > 𝑤 do7

Remove the node with the largest value of ¤𝑟★ ( ·) of 𝑞 from 𝑆 ;8

return the top-𝑘 nodes with smallest value of ¤𝑟★ ( ·) of 𝑞 in 𝑆 ;9

it into set 𝑆 , which is unvisited (line 1). The node𝑢 is the entry point
if specified by the given proximity graph or is randomly selected
from the vertex set. In the while-loop (lines 2-8), if there exists an
unvisited node in 𝑆 , the search tries to find nodes with a smaller
value of all/any-radius as follows. First, it selects the unvisited node
with the smallest distance, 𝑢, to the query 𝑞 from 𝑆 , and marks it
visited (lines 3-4). Second, it adds every node, 𝑣 , into 𝑆 if there is a
directed edge from 𝑢 to 𝑣 , and 𝑣 is not in 𝑆 , which implies that 𝑣 is
unvisited yet (lines 5-6). Third, it deletes the node with the largest
value of all/any-radius to 𝑞 from 𝑆 if |𝑆 | (the size of 𝑆) is greater than
𝑤 (lines 7-8). Since our search algorithm, RadiusSearch, extends
beam search by modifying the distance measure, indicating they
have the same time and space complexity.

5 Two-Stage Searches for All/Any-𝑘 ANN
In this section, we present more efficient and effective approaches
for the all and any-𝑘 ANN search, respectively.

As illustrated in Fig. 4, at a high level, RadiusSearch for all/any-𝑘
ANN search comprises two stages. Initially, the search approaches
the target vector region, i.e., the region of all/any-1 NN, despite
significant oscillations in vector distances. Next, the search stabi-
lizes and gradually moves away from the target vector region in an
approximate manner to search the all/any-𝑘 ANN. Building upon
this observation, we enhance our algorithms for all and any-𝑘 ANN
searches by decoupling two steps.

We refine our algorithm presented in the previous section as
follows.➊ Regarding any-𝑘 ANN search, we identify that the region
of its𝑘-NNmay not be a continuous space, limiting the effectiveness
of RadiusSearch in achieving high recall. Thus, we propose a two-
step algorithm for any-𝑘 ANN search: initially approaching the
separate non-continuous regions of the any-𝑘 NN, followed by
leveraging RadiusSearch to retrieve the results. ➋ For the two-
step algorithm of the all-𝑘 ANN search, we optimize its first step
to approach the all-1 NN. By computing a vector near the all-1
NN first and conducting a traditional 1-ANN search to reach the
target region initially, we reduce the distance computations from
𝑂 (𝑚 ·𝑑) to𝑂 (𝑑) in the first step. Next, in a similar way, we employ
RadiusSearch to acquire the results in the second step.

5.1 Search Algorithm for Any-𝑘 ANN Search
First, we present an issue in the search process of RadiusSearch.
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Figure 4: RadiusSearch Search Process When𝑤 = 100 on SIFT

Non-continuous Space Issue of Any-𝑘 NN: The region of the
any-𝑘 NN may be non-continuous, since some of the balls centered
at query vectors may not intersect with other balls. This makes the
any-𝑘 NN might not exist within a continuous space alongside the
any-1 NN. For instance, if the any-2 NN of query 𝑞 = [𝑞1, 𝑞2] are
𝑢1 and 𝑢2 with 𝛿 (𝑞1, 𝑢1) = 𝛿 (𝑞2, 𝑢2) = 0, a substantial Euclidean
distance separates vectors𝑢1 and𝑢2 when 𝛿 (𝑞1, 𝑞2) is large, disrupt-
ing the continuity of the space. However, similar to the principles
RadiusSearch operates on all-𝑘 ANN search, when executing a
RadiusSearch for any-𝑘 ANN search, it initially navigates towards
the region of the any-1 NN. Since 𝑘-NN might not exist within a
continuous space alongside the any-1 NN, RadiusSearch encoun-
ters an issue in searching for any-𝑘 ANN after initially approaching
the region of the any-1 NN. It is also evident in the results illustrated
in Fig. 4(b). At step 6, RadiusSearch has already reached the any-1
NN. However, there exists another region of vectors with a small
value of any-radius value that is not in proximity to the any-1 NN,
and it will only be discovered around step 300.

Thus, despite RadiusSearch addressing the optimal 𝑘′ setting
issue, it still has suboptimal performance due to the discontinuity
in the target region of any-𝑘 NN. This is also validated in Exp. 2
(Section 6), where the search performance of RadiusSearch may be
inferior to existing approaches, e.g.,Milvus.

To address this issue, we introduce a two-step search algorithm.
RadiusSearch+ of Any-𝑘 ANN Search: In the first step, instead of
directly employing RadiusSearch to approach the region of any-1
NN, we opt to conduct separate 1-ANN searches for each query
vector to approach the distinct𝑚 regions which may not be in a
continuous space, i.e., it involves performing a beam search to seek
1-ANN for each query vector individually. Next, in the second stage,
we start RadiusSearch by initially inserting the𝑚 1-ANN of each
query vector into the set 𝑆 (line 1 in Algorithm 1). By executing this
strategy, RadiusSearch avoids approaching only one of the regions
in the first step, and starting RadiusSearch at these non-continuous
regions enables an easier identification of any-𝑘 ANN.

5.2 Search Algorithm for All-𝑘 ANN Search
To propose the two-step algorithm for all-𝑘 ANN search, it is nec-
essary to initially compute a vector in R𝑑 that is proximate to the
all-1 NN. Note that, in Section 2, the example (Fig. 2(a)) shows that
the all-1 NN is close to the centroid of all query vectors. However,
this scenario is not universally applicable. For instance, in a two-
dimensional space where 𝑞1 = (0, 0), 𝑞2 = · · · = 𝑞10 = (4, 4), the
centroid is very close to (4, 4), yet the all-1 NN are around (2, 2).

Therefore, a new method to locate a vector in R𝑑 that is close to
the all-1 NN is necessary.
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A Vector Near the All-1 NN: Assuming the dataset contains ar-
bitrary vectors in R𝑑 . As the value of 𝑟★ increases, initially, R∀

𝑟★

contains no data points because the balls
{
𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★

}
have no intersections. The first data point exists in R∀

𝑟★
as 𝑟★ in-

creases, when the boundaries of the balls
{
𝑢 ∈ 𝐷 | 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟★

}
intersect. This first data point, being the all-1 NN, due to the dataset
containing arbitrary vectors in R𝑑 , is referred to as the optimal
intersection vector 𝑣 . Hence, 𝑣 is the vector in R𝑑 that has the
smallest value of all-radius. Indeed, the real dataset contains only a
finite set of vectors (not arbitrary vectors in R𝑑 ), hence, the all-1
NN of the dataset may only appear when 𝑟★ continues to increase.
According to the insights from Theorem 4.2, a vector 𝑢 with a small
Euclidean distance to 𝑣 may exhibit a similar all/any-radius value
as 𝑣 . Thus, the all-1 NN of the dataset 𝐷 will be near the optimal
intersection vector 𝑣 , i.e., 𝑣 is a vector near the all-1 NN.

Theoretically, we can prove that the optimal intersection vector
𝑣 corresponds to the center of the minimum enclosing ball (MEB)
of all the query vectors. The MEB 𝐵 of a set of vectors 𝑆 ⊆ R𝑑 is a
𝑑-dimensional ball with minimized radius that contains 𝑆 within it.

Theorem 5.1: Given a query 𝑞 = [𝑞1, · · · , 𝑞𝑚], the optimal inter-
section vector 𝑣 of 𝑞 is the center of the MEB of vectors {𝑞1, · · · , 𝑞𝑚}.

Proof Sketch: Since 𝑣 is the first point found in the intersection of
all balls 𝐵𝑖 (𝑞𝑖 , 𝑟★), there exists a ball 𝐵𝑘 (𝑞𝑘 , 𝑟★) corresponding to a
query 𝑞𝑘 such that 𝑣 is exactly on the boundary of the ball and the
distance from the ball center to 𝑣 is the largest, i.e., 𝛿 (𝑣, 𝑞𝑘 ) = 𝑟★.
As the distance from the ball center to 𝑣 is the largest and 𝑣 is in the
intersection of all balls, the ball 𝐵(𝑣, 𝑟★) centered at 𝑣 contains all
other query vector 𝑞𝑖 and is thus an enclosing ball. Next, assuming
that the ball 𝐵(𝑣, 𝑟★) is not the minimum enclosing ball, there must
exist a ball 𝐵(𝑐, 𝑟 ) centered at 𝑐 , such that 𝑟 < 𝑟★, encompassing all
query vectors. Hence, 𝛿 (𝑐, 𝑞𝑖 ) ≤ 𝑟 , meaning that 𝑐 will appear in the
intersection of all balls 𝐵𝑖 (𝑞𝑖 , 𝑟 ), which contradicts the optimality
of 𝑣 as the intersecting vector with 𝑟★. □

For example, as shown in Fig. 3, 𝑣 in the center of MEB of vector
set 𝑆 = {𝑞1, 𝑞2, 𝑞3}, which is the point that has the minimum all-
radius. Consider the vectors shown in Fig. 2(a), the all-2 NN 𝑢1 and
𝑢4 are near 𝑣 . Therefore, we can utilize the MEB center of query
vectors 𝑐 as a vector in the target vector region for search in the
first step. Hence, in the first stage of the all-𝑘 ANN search, we
execute a beam search by inputting the query vector as 𝑐 , and use
the Euclidean distance as the distance metric.
Issue of the Existing Approaches for Calculating MEB: There
have been many approaches for determining the center of MEB [10,
12, 24, 50], and the state-of-the-art approaches can achieve a linear
time complexity in the number of vector queries. However, these
methods typically treat the dimension as a constant or assume
𝑑 ≪ 𝑚, rendering them unsuitable for ours. In our scenario, the
dimension 𝑑 is consistently much greater than the number of vec-
tors 𝑚 since we are dealing with high-dimensional vectors, and
the user-defined query vectors are not excessively numerous. Thus,
we need to consider dimension 𝑑 in terms of time complexity for
proposing the algorithm of MEB.
Our Method for Calculating the Center of MEB: Given that

𝑚 < 𝑑 , we find that the query vectors are all positioned on the
boundary of the MEB [12]. Hence, we first formulate the problem of
determining the MEB’s center according to the following theorem.

Theorem 5.2: Given a query 𝑞 = [𝑞1, · · · , 𝑞𝑚], the MEB of vectors
𝑞1, · · · , 𝑞𝑚 is the ball 𝐵(𝑐, 𝑟 ), where 𝑐 = arg min𝑐∈R𝑑 𝑐⊤ (𝑐 − 2𝑞1) s.t.
∀𝑞𝑖 ∈ 𝑞, 2(𝑞1 − 𝑞𝑖 )⊤𝑐 = ∥𝑞1∥2 − ∥𝑞𝑖 ∥2 and 𝑟 = 𝛿 (𝑞1, 𝑐). Here, ∥𝑢∥
denotes the L2 norm of a vector 𝑢.

Proof Sketch: According to the definition of MEB, and since all 𝑞𝑖
are on the boundary of MEB, we have the ball 𝐵(𝑐, 𝑟 ) is MEB, when
𝑟 and 𝑐 satisfy that 𝑐 = arg min𝑐∈R𝑑 𝑟 s.t. ∀𝑞𝑖 , 𝑞 𝑗 ∈ 𝑞, 𝛿 (𝑐, 𝑞𝑖 ) =
𝛿 (𝑐, 𝑞 𝑗 ) and 𝑟 = 𝛿 (𝑞1, 𝑐). Since ∀𝑞𝑖 , 𝑞 𝑗 ∈ 𝑞, 𝛿 (𝑐, 𝑞𝑖 ) = 𝛿 (𝑐, 𝑞 𝑗 ) ⇔
∀𝑞𝑖 ∈ 𝑞, 𝛿 (𝑐, 𝑞1) = 𝛿 (𝑐, 𝑞𝑖 ); 𝛿 (𝑐, 𝑞1) = 𝛿 (𝑐, 𝑞𝑖 ) ⇔ ∥𝑞𝑖 ∥2 + ∥𝑐 ∥2 −
2𝑐⊤𝑞𝑖 = ∥𝑞1∥2 + ∥𝑐 ∥2 − 2𝑐⊤𝑞1 ⇔ 2(𝑞1 − 𝑞𝑖 )⊤𝑐 = ∥𝑞1∥2 − ∥𝑞𝑖 ∥2;
∥𝑐 ∥2 = 𝑐⊤𝑐; and ∥𝑞1∥2 is given, we have 𝑐 = arg min𝑐∈R𝑑 𝑐⊤ (𝑐 −
2𝑞1) s.t. ∀𝑞𝑖 ∈ 𝑞, 2(𝑞1 − 𝑞𝑖 )⊤𝑐 = ∥𝑞1∥2 − ∥𝑞𝑖 ∥2. □

Note that ∀𝑞𝑖 ∈ 𝑞, 2(𝑞1 − 𝑞𝑖 )⊤𝑐 = ∥𝑞1∥2 − ∥𝑞𝑖 ∥2 are linear con-
straints, and 𝑐⊤ (𝑐 − 2𝑞1) is convex. Hence, the formalized problem
is a convex quadratic program with linear equality constraints. We
can utilize the interior-point method with optimization via Schur
complement to effectively address this problem [44], with a resolu-
tion time complexity of 𝑂 (

√
𝑚 · (𝑑3 +𝑚3)).

Since𝑚 < 𝑑 , we first calculate the affine hull of𝑚 vectors within
R𝑑 , possessing a maximum dimension of𝑚 − 1 [4]. Next, we utilize
an orthonormal basis for the coordinate system of the affine hull
to project these 𝑚 vectors onto the affine hull. As orthonormal
bases are isometric, the original Euclidean distances between the
vectors are preserved [39]. Hence, our task reduces to finding the
center of the MEB within this affine hull. Therefore, the dimension
of the variable 𝑐 in the problem presented in Theorem 5.1 can be
reduced to at most𝑚 − 1, thereby reducing the time complexity of
solving the problem to𝑂 (𝑚3.5). Additionally, calculating the affine
hull of𝑚 vectors and projecting them onto the affine hull requires
𝑂 (𝑚2𝑑) time [4]. Thus, the overall time complexity of our MEB
center calculation method is 𝑂 (𝑚2𝑑 +𝑚3.5).
RadiusSearch+ for All-𝑘 ANN Search: In summary, our two-stage
algorithm for all-𝑘 ANN search, named RadiusSearch+, operates
as follows. Initially, it determines the optimal intersection vector
𝑣 by computing the MEB of the query vectors. Next, it employs
a beam search to find a traditional 1-ANN of 𝑣 , and uses the Eu-
clidean distance as the metric. Finally, the results are obtained by
RadiusSearch, which initiates from the results of the beam search,
i.e., by replacing line 1 of Algorithm 1 with the insertion of nodes
from the beam search results into 𝑆 .

6 Evaluation
In this section, we conduct extensive experiments on real-world
datasets and report our findings.
Datasets: We employ 5 real-world datasets with different num-
bers of dimensions/vectors, from diverse applications including
image (SIFT [1], GIST [1], Recipe [36]), audio (Msong [3]), and text
(Crawl [2]). The details of the datasets are included in Appendix.

We generate 1, 000 queries for each dataset for the evaluation,
and each query is assigned a set of 5 vectors by default (i.e.,𝑚 = 5).
To select vectors for each query, we begin by randomly selecting a
vector from the query dataset and finding its 10-NNwithin the same
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Figure 5: QPS v.s. Recall Curves for Comparing All-𝑘 ANN Search Performance (Exp. 1)
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Figure 6: QPS v.s. Recall Curves for Comparing Any-𝑘 ANN Search Performance (Exp. 2)

query dataset. These 10-NN are distinct from the base dataset used
to construct the index since the query dataset is provided separately.
Next, the 5 vectors are randomly picked from this 10-NN set.
Algorithms: In the experiments, we evaluate our approaches
against two existing methods by modifying their techniques to
tackle our problem as baseline algorithms. (1)Milvus [41], discussed
in Section 3, performs𝑚 𝑘-ANN searches for each query vector in
the query and aggregates the results for any-𝑘 ANN. For all-𝑘 ANN,
it utilizes a parameter 𝑘′ that iteratively doubles when the results
are insufficient. (2) Opt-Milvus, for all-𝑘 ANN queries, the experi-
mental results reveal that 𝑘′ in Milvus is always no larger than 2𝑘 ,
indicating amaximumof two iterative searches. Hence, we also com-
pare our approaches to themethodOpt-Milvus by setting its𝑘′ = 2𝑘
directly, which can run without iteration to enhance its efficiency.
(3) VBASE [52] is a state-of-the-art vector database system that
supports multi-attribute queries, i.e., the items in the database com-
prising multiple vectors, a multi-vector query utilizing an aggregate
function on these multiple vectors as a distance metric. Here, for our
proposed all and any-𝑘 ANN search queries, each item in the data-
base can be seen to contain𝑚 identical vectors, with the aggregate
function being our proposed all/any-radius in Section 4. At a high
level, it involves a two-phase search method. Initially, it searches
for the 1-ANN of each query vector and subsequently conducts
all/any-𝑘 ANN searches based on these results. (4) Centroid, to
highlight the effectiveness of our approaches in all-𝑘 ANN queries,
we also compare to a baseline,Centroid, where ourRadiusSearch al-
gorithm directly starts search from the centroid of all query vectors.
(5) RadiusSearch and RadiusSearch+, our approaches proposed in
Section 4 and 5, respectively. All our source codes are available at
https://anonymous.4open.science/r/Multi-Vector-Queries/.

To ensure fair comparisons, all compared approaches construct
an identical HNSW index [29] as the proximity graph for search.
We fix the parameters for the HNSW index as 𝐸𝐹 = 400 and𝑀 = 32
across all datasets. For evaluating query performance, we fine-
tune additional parameters on each dataset to achieve a Pareto-
optimal recall-QPS curve. We set 𝑘 = 10 for queries and assess the
search algorithms’ performance using a single thread. Parameters

within the search algorithm, i.e., the beam width, are incrementally
adjusted to attain the desired recall levels in our experiments.
Performance Metrics: Following existing ANN benchmarks [27,
42, 49], we employ QPS (Queries Per Second) to measure efficiency
and use Recall to show the accuracy. QPS is the quantity of queries
processed per second, while Recall is precisely defined in Section 2.
Experimental Environments: The experiments are conducted
on a Linux server with an AMD EPYC 7443 24-Core Processor and
1024 GB memory. All algorithms are implemented in C++14. The
code is compiled with g++ 8.5 under O3 optimization.
Exp. 1: Overall Performance of All-𝑘 ANN Search. Fig. 5
presents the QPS-recall curves for our approaches and two ex-
isting methods. Across all datasets, our approaches consistently
enhance overall query performance, significantly improving QPS by
over 1 order of magnitude with the same recall. This improvement
primarily stems from employing all-radius as the distance metric,
enabling a global search without the need to set optimal 𝑘′ for each
query vector. In comparing RadiusSearch+ with RadiusSearch, the
results show that RadiusSearch+may underperform RadiusSearch
initially at lower recall levels but outperforms as recall increases. It
is due to the fixed time required to compute the optimal intersection
vector 𝑣 while adjusting search parameters, which accounts for a
significant ratio of overall time when the beam width 𝑤 is small
(as illustrated in Exp. 5). But this limitation will decrease, and it
even can be ignored as𝑤 increases, i.e., aiming at a high recall level.
Comparing Centroid with RadiusSearch, starting the search at the
centroid of all query vectors does not enhance efficiency; in fact, it
can even worsen it. This is primarily due to the centroid not consis-
tently being proximate to the all-1 NN. Moreover, not starting the
search from the entry point compromises search performance and
fails to leverage the hierarchical structure of HNSW. Furthermore,
Opt-Milvus enhances the efficiency of Milvus without impacting
recall; however, it still much worse than our approaches.
Exp. 2: Overall Performance of Any 𝑘-ANN Search. Fig. 6
plots the QPS-recall curves by varying the parameter named beam
width for the different search algorithms. Our two-step approach,

https://anonymous.4open.science/r/Multi-Vector-Queries/
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Figure 7: QPS at Recall@𝑘 = 0.99 When Varying the 𝑘 (Exp. 3)
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Figure 9: Time Decomposition of RadiusSearch+ (Exp. 5)

RadiusSearch+, consistently outperforms across all datasets. The
first step of RadiusSearch+ incurs similar time costs regardless of
the beam width parameter𝑤 , implying that its overall time ratio de-
creases as higher recall levels are achieved. Thus, the enhancements
of RadiusSearch+ become more pronounced with higher recall tar-
gets. In contrast, the performance of RadiusSearch may even lag
behind two existing approaches, as discussed in Section 5.1, since
it solely approaches the region of any-1 NN, potentially leading to
greater distances from the vectors in any-𝑘 NN.
Exp. 3: Varying the 𝑘 for Queries. Fig. 7 presents the QPS of
various algorithms for all and any-𝑘 ANN searches when achiev-
ing a recall of 0.99. We adjust the 𝑘 values for both search types
across {5, 10, 15, 20, 25, 30} and present their corresponding QPS.
Results on other datasets are included in Appendix. We can ob-
serve that RadiusSearch+ consistently outperforms all other ap-
proaches across all datasets and for both search types. Moreover,
our method demonstrates stable performance when varying the 𝑘
value to achieve a recall of 0.99, highlighting its scalability across
different scenarios of varying 𝑘 values.
Exp. 4: Varying the Number of Vectors𝑚 in Queries. In this set
of experiments, we examine the impact of the number of vectors in
each query on RadiusSearch+. By varying the number of vectors𝑚
in each query across {2, 5, 15, 20}, we plot the QPS-recall curves in
Fig. 8 and results on other datasets are included in Appendix. The
results indicate that the required time increases as𝑚 increases to
achieve the same recall level. However, the rate of time increase is
proportionally lower than the scale of increase in𝑚, which demon-
strates the scalability of RadiusSearch+ in handling queries with a
much larger number of vectors.
Exp. 5: Time Decomposition of Our Approaches. In Fig. 9, we
present the time breakdown of RadiusSearch+ and the recall un-
der varying values of beam width used in the search on SIFT and

Crawl datasets. Results on other datasets are included in Appen-
dix. For all-𝑘 ANN search, RadiusSearch+ comprises three phases:
(1) calculating the optimal intersection vector 𝑣 ; (2) performing
1-ANN search when the query is 𝑣 ; and (3) executing all-𝑘 ANN via
RadiusSearch. The results reveal that the first phase consumes a
substantial amount of time, exceeding 50% when𝑤 is small, i.e., at
low recall levels. As𝑤 increases, achieving a reasonable recall level,
i.e., above 0.99, the proportion of time of the first phase is reduced,
thereby enhancing the search performance of RadiusSearch+ for
all-𝑘 ANN search. For the any-𝑘 ANN search, the process involves
two phases: (1) conducting 1-ANN search for each query vector;
and (2) executing any-𝑘 ANN via RadiusSearch. While the first
phase exclusively entails 1-ANN search under Euclidean distance,
which is fixed under different values of𝑤 , it must be performed for
each query vector, leading to a relatively high time ratio when𝑤

is small. With an increase in 𝑤 , this ratio significantly decreases,
becoming much smaller than the time spent on the second phase.
Exp.s 6 & 7: Different Selection Strategy and Other Distance
Metrics. We evaluate our approach RadiusSearch+ by varying the
strategy for selecting query vectors and extending it to support
cosine distance and inner product (two other commonly utilized
distance metrics). The detailed results can be found in Appendix.

7 Conclusion and Future Work
In this paper, we introduce and study the all/any-𝑘 ANN search
problem. We propose two distance metrics for assessing rankings
of vectors among the dataset for all/any-𝑘 NN. Building upon this,
we design a proximity graph-based search algorithm. By decou-
pling the two stages in our proposed search algorithm and further
developing algorithms for the first stage, we boost efficiency and
effectiveness for the all and any-𝑘 ANN search problem, respec-
tively. Our extensive experiments demonstrate that our proposed
algorithms outperform all baseline methods by up to an order of
magnitude in efficiency with superior quality in all/any-𝑘 results.

We would like to mention the following extensions and possible
directions as future work. (1) RadiusSearch+ algorithm is exclu-
sive to graph-based indexing methods. Conversely, RadiusSearch
algorithm can be adapted for use in non-graph-based approaches
by employing the all/any radius as the distance metric, such as
SCANN [18] and RabitQ [15, 16]. Exploring methods to enhance the
efficiency of non-graph-based indexing for answering the all/any-𝑘
ANN queries is a potential area for future research. (2) The the-
oretical guarantee of our approaches for all/any-𝑘 ANN can be
ensured by replacing HNSW with LMG proposed in [45]. How-
ever, LMG needs 𝑂 (𝑛2𝑑) time and size for index construction. It is
worth exploring a practical index with theoretical guarantees for
the single-reference 𝑘-ANN, as it could be seamlessly integrated
into our algorithms to achieve theoretical guarantees on results.
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A Theorems and Proofs
Proof of Theorem 4.2.
Proof Sketch: Since the all/any-radius ¤𝑟★(𝑢) =

max/min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢), and 𝛿 (𝑞𝑖 , 𝑢) ≤ 𝛿 (𝑞𝑖 , 𝑣) + 𝛿 (𝑢, 𝑣)
always holds, we can derive ¤𝑟★(𝑢) = max/min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢) ≤
𝛿 (𝑢, 𝑣) + max/min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑣) = 𝛿 (𝑢, 𝑣) + ¤𝑟★(𝑣). Sim-
ilarly, as 𝛿 (𝑞𝑖 , 𝑢) ≥ 𝛿 (𝑞𝑖 , 𝑣) − 𝛿 (𝑢, 𝑣) always holds, we
have ¤𝑟★(𝑢) = max/min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑢) ≥ −𝛿 (𝑢, 𝑣) +
max/min𝑖∈{1,· · · ,𝑚} 𝛿 (𝑞𝑖 , 𝑣) = ¤𝑟★(𝑣) − 𝛿 (𝑢, 𝑣). □

Theorem A.1: Given a dataset 𝐷 and a query 𝑞 = [𝑞1, · · · , 𝑞𝑚], let
R𝑖 be the 𝑘-NN of query vector 𝑞𝑖 , R̄ =

⋃𝑚
𝑖=1 R𝑖 , and R̄∃𝑟 = {𝑢 ∈

R̄ |∃𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟 }, denote 𝑟★ is the smallest value
such that

���R̄∃
𝑟★

��� ≥ 𝑘 , we have R̄∃
𝑟★

is the any-𝑘 of 𝑞.

Proof Sketch: Assume that one vector 𝑣 ∈ R̄∃
𝑟★

is not one of the
any-𝑘 NN of 𝑞, then there exist a vector 𝑤 ∉ R̄∃

𝑟★
is one of the

any-𝑘 NN of 𝑞. Hence ∃𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑣, 𝑞𝑖 ) ≤ 𝑟★ but ∀𝑖 ∈
{1, · · · ,𝑚}, 𝛿 (𝑤,𝑞𝑖 ) > 𝑟★. Since𝑤 is one of any-𝑘 NN and 𝑣 is not
any-𝑘 NN, there is a 𝑟 that 𝑤 ∈ R∃𝑟 and 𝑣 ∉ R∃𝑟 , which means
∃𝑞𝑖 ∈ 𝑞, 𝛿 (𝑤,𝑞𝑖 ) ≤ 𝑟 but ∀𝑞𝑖 ∈ 𝑞, 𝛿 (𝑣, 𝑞𝑖 ) > 𝑟 , which leads to a
contradiction since no such 𝑟 exists compared to 𝑟★. □

Theorem A.2: Given a dataset 𝐷 and a query 𝑞 = [𝑞1, · · · , 𝑞𝑚], let
R𝑖 be the 𝑘-NN of query vector 𝑞𝑖 , R̄ =

⋃𝑚
𝑖=1 R𝑖 , and R̄∀𝑟 = {𝑢 ∈

R̄ |∀𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑢, 𝑞𝑖 ) ≤ 𝑟 }, denote 𝑟★ is the smallest value such
that

���R̄∀
𝑟★

��� ≥ 𝑘 , we have R̄∀
𝑟★

is the all-𝑘 of 𝑞 when R̄∀
𝑟★
⊆ R𝑖 holds.

Proof Sketch: Assume that one vector 𝑣 ∈ R̄∀
𝑟★

is not all-𝑘 NN,
then there exist a vector 𝑤 ∉ R̄∀

𝑟★
is one of all-𝑘 NN. Since

R̄∀
𝑟★
⊆ R𝑖 holds, we have ∀𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑣, 𝑞𝑖 ) ≤ 𝑟★, but

∃𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑤,𝑞𝑖 ) > 𝑟★. Since 𝑣 is not all-𝑘 NN and 𝑤 is
all 𝑘 NN, there exist a 𝑟 that ∀𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑤,𝑞𝑖 ) ≤ 𝑟 but
∃𝑖 ∈ {1, · · · ,𝑚}, 𝛿 (𝑣, 𝑞𝑖 ) > 𝑟 . There is a contradiction in the value
of 𝑟 and 𝑟★. □

B Additional Experimental Results
Statistics of Datasets. The summary of datasets conducted in the
experiments can be found in Table 1, with the number of dimensions
(dim.), the number of vectors in the base dataset (#vectors), and
the number of vectors provided for queries from the query dataset
(#queries).

Table 1: Statistics of Datasets

Dataset dim. #vectors #queries Type

Recipe 2,048 887,536 1,000 Image
Msong 420 992,272 200 Audio
SIFT 128 1,000,000 10,000 Image
GIST 960 1,000,000 1,000 Image
Crawl 300 1,989,995 10,000 Text
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Figure 10: QPS at Recall@𝑘 = 0.99 When Varying 𝑘 (Exp. 3)
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Figure 11: Search Performance When Varying the𝑚 (Exp. 4)
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Figure 12: Time Decomposition of RadiusSearch+ (Exp. 5)

Exp. 6: Varying the Selection Strategy of Vectors in Each
Query. In this part, we evaluate the search performance of
RadiusSearch+ by varying the vector selection strategy for each
query. First, we generate query vectors by randomly selecting a
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vector from the query vector dataset and then generating 5 dis-
tinct random noise perturbations of this vector as query vectors.
This strategy is referred to as Perturbation. Second, we evaluate
the strategy where each query vector is randomly chosen from the
query vector datasets, labeled as Random. As depicted in Fig. 13, the
Perturbation queries demonstrate even higher QPS performance
compared to those generated using the selection strategy outlined
in the “datasets” part. The Random approach showcases slightly
slower yet still efficient results.
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Figure 13: Varying Query Selection Strategy (Exp. 6)
Exp. 7: Extend to Other Distance Metrics. In real applications,
cosine similarity and inner product are two other commonly used

distance metrics. Here, we extend our approach RadiusSearch+
to support these metrics, with an evaluation of its performance.
Embedding normalization is a common practice, e.g., [30]; when
embeddings are normalized, inner product, cosine distance, and Eu-
clidean distance are equivalent. To further support non-normalized
inner product, following [7], we adjust the pruning strategy for
the index, i.e., modifying a small portion of edges in HNSW. The
results of our RadiusSearch+ on cosine distance and inner product
for SIFT and Crawl datasets are illustrated in Fig. 14, demonstrating
its consistent performance across these distance metrics.
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Figure 14: Performance on Other Distance Metrics (Exp. 7)
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